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knowledge in supply networks. The framework is based on the
neutral specification of existing reference SCOR model for definition
of supply chain processes. It is characterized by the modular
ontologies, developed on the different levels of abstraction (from the
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“Two things fill the mind with ever-increasing wonder and awe...
the starry heavens above and the moral law within”

Immanuel Kant



Foreword

It was just last year that Nina asked me what | actually do in my office. Since
children's innocence and purity of perception deserve honesty and clarity, | stayed
mostly speechless, angry after many failed attempts to put together the possible
answers in my head. After the (more or less successful) search in the theater, music,
marketing, programming, management and policy expertise, is my research career
just a manifestation of the (early) middle-aged crisis or is it, in fact aligned and
focused reflection of the many lived joys of acknowledgement and creation?

It’s special, because it is the activity whose basic tool is doubt, where ignorance is a
blessing, because it drives your hunger for knowledge. It’s difficult, because under
the increased weight of vanity that everyone carries within himself, it inevitably pulls
you into the abysses of mediocrity. It’s responsible, because it creates less and in-
spires more, because it dissolves despondency and makes you and all under your
glass bell better than you think you are. Science is not something you do, it is some-
thing you preach. This is what | learned from the best, and so different.

Traja is and will remain an advisor, collaborator and friend to self-destruction. In a
way antipode to researcher stereotype (which itself is often reflection of the
prejudices of the ignorant), with his energy and commitment he showed (to those
with wide open eyes) that science work is a sweet and passionate need, more than
some tangible or intangible outcome.

From cocky Frenchmen, one could learn a lot about unconditional love, whether it is
about wine, women, nation or profession. And unconditionality means honesty.
Hervé is one of those rare and valuable people, whose lines between ethics and big-
otry are sometimes almost unrecognizable. His pride is nourished by doubt, the most
effective scientific method, unknown to vain ones.

And Nina, Matija and Jelena? They, more than anyone else deserve truthful and
complete answers to their questions. As long as this work does not consume but
creates energy, all of it | dedicate to them.

Nis, Serbia, 12.6.2012
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Chapter 1: Overview of the PhD Thesis

Development of the Formal framework for semantic
interoperability in supply chain networks

Abstract. Main objective of the thesis is defined as theeltlggment and verifi-
cation of a formal framework for representation aeasoning of knowledge in
supply networks. This framework is based on a mspecification of existing
reference SCOR model for definition of supply chaiacesses. It is character-
ized by a modular ontological environment, devetbpe the different levels of
abstraction (from implicit formalizations of theterprise information systems,
to explicit domain ontologies) and different corgefinter-organizational proc-
esses, enterprise goals, etc.). It is demonstthtgdhis framework and associ-
ated architecture for its implementation can belwesea basis for establishment
of semantic interoperability of systems in suppigworks.

1 Description of problem

Supplier and client collaboration is the main faabenterprise competitiveness in a
modern economy. This is particularly important fonall and medium enterprises
which success is based on the number of supplynshaiwhich they concurrently

participate.

To some extent, the level of enterprises’ collaboracan be measured by the
level of integration of their Enterprise Informati@ystems (EIS). Integration enables
exchange of messages, automation of the businassattions, integrated view to
supply chain operations, etc. By integrating EI$she different enterprises, the
boundaries of the conventional enterprises areedrasghile focal partner of the sup-
ply chain is described by the notion of ExtendetkEprise (EE).

However, EIS integration has certain negative ¢ffen the enterprise flexibility.
Integration assumes fixed agreements on the medeamats, interfaces and other
types of technological commitments which impleméatais costly and time con-
suming. Hence, these agreements are made andsealaynly in a small number of
partnerships of one enterprise.

Today, EIS research community is showing increastatest in the system inter-
operability. In contrast to system integration, ethibasically deals with formats,
protocols and processes of information exchange ptijective of interoperability is
to have two systems invoking each others functmmexchanging information with
the consideration that they are not aware of edbhbre internal workings. Further-
more, interoperability aims at correct and complei@soning on the meaning of the
information which is exchanged between two systdi@nce, it is sometimes called
“semantic interoperability”. Main tools for implemtion of the semantic interop-
erability are ontologies, languages for ontologiegresentation, inference tools (en-
gines) and semantic applications.



Increasingly important role in the implementationtioe interoperable systems is
given to a domain ontology — explicit representatad the specific domain knowl-
edge (e.g. about Supply Chain Management), nantelgoncepts and logical rela-
tions between those. Domain ontology ensures theadoess of the inference on the
meaning of the information which is being exchangBuus, it has to be: a) expres-
sive (to contain all concepts from one domain alhdhair relations); b) explicit (to
uniquely define all concepts and their relatiorm);neutral (to define all concepts
objectively, independently from the specific conjexand d) relevant (in the sense
that there is a consensus in the domain commubdytaused conceptualizations).

Given that domain ontology is a main interoperapilacilitator of arbitrary EISs’
interoperability, it is obvious that its relevaniseghe most important feature. Lack of
relevance is a weakness of all existing effortdéfinition of the supply chain ontol-
ogy, such as TOVE, The Enterprise Ontology, IDE@H¢, All these ontologies are
created in isolation, by applying an inspiratioagproach, from the scratch, while
their verification is performed only in small numlaé cases.

2 Objectives and content of research

By considering the above definition of the problemgin objective of the research
work is set. The main objective is:

the devel opment and verification of the relevant formal framework for representation
and reasoning of knowledge in supply chain networks.

An original approach is set to address the idexttifiroblems, with general objective
to fulfil the conditions for interoperability of sfems in inter-organizational environ-
ments.

In order to achieve the relevance, ontological rhémideveloped as neutral speci-
fication of the existing, widely accepted referenoadel for definition of processes in
supply chains (SCOR — Supply Chain Operations Rafa). This model is verified,
widely used industrial standard and it describ@sgiocesses, activities, good prac-
tices, systems and metrics in supply chains. Howetvdoes that in implicit way — it
describes the concepts of the supply chain and tkkitions by using natural lan-
guage. In order to preserve the integrity of tHeremce model, and hence, the com-
patibility of the resulting formal framework withxisting systems based on SCOR,
first, this implicit model is described by using $2eiption Logic, namely OWL (The
Web Ontology Language) language. In the procesiseofnalysis and synthesis of the
implicit model, the explicit model of the supplyah operations is developed — a
micro-theory which consists of the common, generdérprise terms and their rela-
tionships. The concepts of the explicit and implinbdel are related by logical corre-
spondences — SWRL (The Semantic Web Rules Langualgs) Finally, in the proc-
ess of semantic reconciliation between explicit eloahd corresponding concepts
from the existing domain ontologies, an expresgiot the ontology framework is
increased.



In this way, an integrated and modular ontologitamework is developed. Its
modules are characterized by different levels cftralstion. These levels range from
implicit knowledge of the supply chain operatiorss ihntermediary micro-theory
which is result of the implicit knowledge’s semantinalysis and synthesis and do-
main ontologies, in which the concepts of this witireory are defined in different
contexts. This framework is the basis of the semdayer, which can be uncondi-
tionally exploited by all enterprises from the slypghain network. In this layer, each
of the enterprise is represented by its operationglicitly described in correspond-
ing EISs. The ability of the individual enterprigeinteroperate is directly related to
completeness and correctness of the logical relatlietween those representations
and the ontological framework, described aboverter to facilitate establishment of
these relations, implicit descriptions of the iridival enterprises’ operations need to
be formalized by so-called local ontologies.

Besides ontologies, semantic layer consists alsseafantic applications, which
are shared resource of all enterprises in the guglpdin network. Their role is to
support the collaborative activities and functiofighe network, such as the manage-
ment of inter-organizational processes, partneectiein, management of use of
shared resources, etc. For fulfilment of thesestadach of the semantic applications
exploits the individual application (or problem)tology — formal representation of
the individual problem. In the scope of this reshathe semantic applications for
supply chain process configuration and executiothefsemantic queries on the inte-
grated ontological framework are developed.

The last research topic which is addressed indbpesof this work is related to the
aspects of the functionalities and technical im@eatations of the semantic layer,
foundational element of the architecture of sencalfi{i interoperable EISs in supply
chain networks.

2.1 Research questions

The main groups of research questions which aréoséhe purpose of the work de-
scribed in this thesis are:

— Which scientific fields and topics are relevant éohievement of the set objectives
and what is the state-of-the-art of these fieldih iocus on specific, identified
topics? Are achieved results in the identified stifie fields and topics arguable?
Are there any gaps identified in each of the sdierfields and topics in the con-
text of the set objectives?

— Given the answers to the questions above, thewioilp questions related to the
formalization process are asked: What are the mantiples for the development
of a formal model which may facilitate a semantiteioperability in a supply
chain environment? What are the most suitable nde#imal/or approach to its de-
velopment? How will this model fit into the formaéscription of the semantic in-
teroperability of systems?

— Which software services, applications, components associated assets must be
developed in order to become possible to expl@itfttimal framework for seman-



tic interoperability of the systems in supply ctaidow they will be configured?
What is the level of human involvement in the psscef making two systems se-
mantically interoperable?

— Can the described approach be used to deliver seatistic practical benefits for
the collaborative enterprise? How?

3 Methodology

Main result of the research work presented in thésis is the formal model of the
supply chain networks, namely, ontological représtion of the knowledge about
supply chain networks.

In development of this model, a bottom-up approactapplied. Approach in-
cludes: 1) analysis of the implicitly defined knedfe of SCOR reference model,
namely induction of the relevant enterprise notid@)ssynthesis of the aggregates of
the induced notions; and 3) verification of comeietss and integrity of the knowl-
edge models, which is performed by identifying amdlyzing logical relations be-
tween the concepts of the resulting ontological eh@hd existing domain ontologies
and enterprise models (e.g. TOVE, The Enterprisology, CIMOSA, etc.). In de-
velopment of this model (especially in the stepha synthesis), existing efforts in
developing so-called foundational ontologies akemainto account.

Verification of the formal model quality is perfoemh by mapping its concepts with
local ontology — implicit model of the enterprisessources. Ontological representa-
tion of the implicit model of the enterprise resmes is generated by the developed
method for semantic analysis of the database schdns&lected ERP (Enterprise
Resource Planning) system. This method enables im@ppf the ER (Entity-
Relationship) syntax and structural patterns toneles of the description logic, by
exploiting the expressivity of the relevant langesgOWL).

Finally, experiences from the research describedaland analysis of the current
state-of-the-art in relevant scientific fields walbntribute to specification of the archi-
tecture of semantically interoperable EISs.

4 Overview of the research results and the thesis’ otent

The problems described at the beginning of thispBraare discussed in this thesis
from three perspectives: existing relevant workifalization and implementation.
First, it is shown that existing research resuitthie identified fields do not provide
enough evidence that semantic interoperabilityysfeans (especially in collaborative
environments, such as supply chain) can be achiévdie most of the work is fo-
cused to achievement of the interoperability otesys (actually, in most cases, cer-
tain levels of systems’ interoperability), the seti@interoperability must be consid-
ered as a new, under-developed scientific topiGdation 4 of Chapter 2, the attempt
to formalize the notion of semantic interoperapilg made. This attempt clearly dis-
tinct between the notions of semantic and “tradai® interoperability, by taking into
account the unified view to the interoperabilitysystems, presented in Section 2 of



Chapter 2 and available formalisms for conceptatibn of the systems’ semantics,
described in Section 3 of Chapter 2. Formal dedinibf semantic interoperability of
systems provide the basis for this approach andskgsficant influence on the
choices made in the process of development of rdetbgy for this work.

In order to implement and evaluate semantic interalpility, enterprises’ realities
have to be represented by relevant formal modelSektion 5 of Chapter 2, the exist-
ing work on developing different formalisms for ergrise modelling (enterprise
architectures, frameworks and ontologies, databelsemas) is presented.

Realization of the interoperability value propasitihas great impact to the devel-
opment of new forms of the enterprise collaboratibhese forms and associated
notions are defined in the Section 6 of Chaptén he context of the issues related to
the conventional enterprises’ networking, namelp@y Chain Management. There
are already some existing formal models of theabmliative enterprises’ environ-
ment. However, these models are not considerecdrdidate ontologies for formal
framework for semantic interoperability in supplyain networks, mostly because of
lack of relevance. Thus, still there is a needefgpressive, explicit, neutral and rele-
vant formal model which will enable the partnerigterprises, namely their EISs to
exchange the information and services in the sugipéyn.

The approach to the development of this model $erileed in Section 1 of Chapter
3. The approach is based on the premises thatptssivity of one model can be
achieved by selecting adopted and affirmed indaisteiference model for a semantic
analysis; 2) explicitness of one model can be aeddy mapping induced enterprise
concepts to the formally defined concepts of doneainpper ontologies; 3) neutrality
can be achieved by semantic enrichment, namelythegis of the recognized con-
cepts; and 4) relevance can be achieved by maiingaihe mappings between formal
definitions of the enterprise concepts and impliwtions of the reference models,
used or exploited by the relevant communities @s£The Supply Chain Operations
Reference (SCOR) model is selected as a referedélnamd is described in Section 2
of Chapter 3. In the following Section 4, a formgpresentation of the implicit SCOR
model (SCOR-KOS OWL), its semantic enrichment (SE&MR) and the process of
mapping its concepts (namely, their explicitatibm)the common enterprise notions
(represented by the concepts of OWL representatidine selected domain ontology)
are described. Finally, in Section 5 it is shownvitbis modular ontological frame-
work can be exploited for the purpose of achievimg semantic interoperability of
systems in supply chain environment.

A formal perspective to the semantic interopergbitif systems in collaborative
enterprise environments is complemented with theeldped implementation ap-
proach, namely, architecture of the semantic layée approach builds upon the
current trends of defining the Interoperability Bee Utilities (ISU), presented in
Section 1 of Chapter 4. However, it reconsidersesofithe ISU conceptual directions
in the context of differences between the “sim@adl semantic interoperability. The
approach is based on the methodology used for itiefirof the formal ontological
framework, in the sense that it identifies Semairnteroperability Service Utilities
(S-ISU) components, certain functional and concaplevels of the components; it
relates these components to specific implicit golieit formal models and it formally



describes these components, associated assetseanithtier-relations by correspond-
ing meta-model, namely S-ISU Ontology. This metadeids presented in Section 2
of Chapter 4. The core services of S-ISU architectnamely Transformation and
Semantic Querying services are realized and destiibmore detail. They are based
on the approach which assumes the formalizatidghefmplicit sources of enterprise
knowledge, such as database schema, into so-tadlaidontologies.

Finally, in the Chapter 5, the evidence on feaitjbibf presented approach is
provided. In two case studies, it is shown thatfalrframework for semantic interop-
erability in supply chain networks can be usedréasoning on the configuration of
inter-enterprise processes (Section 1) and foiekatig relevant information from
heterogeneous information sources (Section 2).

Final conclusions are presented in Chapter 6. Théapter also lists explicit an-
swers to the research questions, set to facilitetevork on the research, presented in
this thesis. It also uses gained experiences tmealefome research directions and
topics which may have an impact to bringing cullsenhly assumed benefits of se-
mantic interoperability to reality.



Chapter 2: Theoretical Background

for development of the Formal framework for semantc
interoperability in supply chain networks

Abstract. In this Chapter, a theoretical background for tloekncarried out in
the scope of this thesis is given. It includes enéstion of state-of-the-art in the
selected relevant scientific fields, namely entisginteroperability, conceptu-
alization and ontologies, semantic interoperabilfyrmalisms for Enterprise
Modelling and inter-organizational networks and Glotirative Networked Or-
ganizations. Focus of the literature review is matlithe key conceptual find-
ings of the relevant works, while technical perspes are only shortly ad-
dressed. These findings are discussed in the donfedevelopment of the
formal framework for semantic interoperability impply chain networks.

1 Introduction

General objective of the work presented in thisithés to contribute to the achieve-
ment of semantic interoperability of systems irefrbrganizational environments. In
order to achieve this, first, it was necessary @étednine in which scientific fields,

sub-fields and topics, relevant research resuétseported.

These results are discussed in this Chapter, the @& identified in the context of
the set research objectives and discussion isgedviThese are considered as a theo-
retical background for achievement of the abovetimead objective.

The following research topics are selected andidensd as relevant for the work,
performed in the scope of this thesis:

— Interoperability. Although the work focuses on seti@a interoperability of the
EISs, here it is considered in a whole. Unified amdgrated view to an interop-
erability as a problem provides the opportunit@pasition the presented work and
determine its contribution and impact on the dewelent of this scientific topic.

— Conceptualization and ontologies. Interoperabilignnot be achieved without
previous agreements about the conceptual modelshwinhide the tacit and im-
plicit knowledge of the enterprises. These agreeésnare made by conceptualizing
the relevant domains of discourse, where ontologiesused to specify these con-
ceptualizations.

— Semantic interoperability. Semantic interoperapit a novel concept. It needs to
be clearly differentiated from “simple” interopeii#ly. Hence, an attempt is made
to make the existing definitions of the semantterioperability formal.

— Formalisms for enterprise modelling. The practioahefits of the semantic inter-
operability can be achieved only if industry adapteodels of the enterprises are
used as formalisms. Are there good candidatesofond! enterprise models which
can be semantically interoperable? What's missifig@se are the research ques-



tions which need serious attention in order to mieitee if it's possible to bring the
value propositions of the semantic interoperabititya reality.

— Inter-organizational networks. Once the above meeti propositions are made
realistic, the one discipline which will receiveopably most benefits is the Supply
Chain Management. Although the paradigm of supplgirt already evolved to-
wards the notions of Collaborative Networked Orgations, Virtual Enterprises,
and others, there are many societal, organizatiandltechnical challenges at dif-
ferent levels, which are not yet resolved. Thuslaborative enterprises are still
suffering from the decreased flexibility, namelgpability to simultaneously man-
age their performances in more than one supplynct@i Virtual Enterprise) in
which they are the partners. Since interoperabiildg great impact on the reduc-
tion of the costs and efforts made in the relatigmsmanagement in inter-
organizational networks, the need for its impleraganh is evident.

1.1  Overview of the literature

In synthesis of the relevant researches, followsogrces of information are used:
scientific papers, position papers, journal aricteechnical reports of the different
working groups, organizations, associations andepts deliverables and different
web sites. Based on citation analysis, differerihats’ work is followed for the se-
lected scientific disciplines.

For example, most of the background on enterpriseraperability and architec-
tures is provided by David Chen and work of Intefégtwork of Excellence, fol-
lowed by the findings of the EU projects, such REAS, ATHENA and COIN. In
the fields of conceptualization and ontologies, st influential work is considered
from the authors such as Nicola Guarino, Martin plepd Michael Grininger. Fi-
nally, in the field of collaborative networked onjgations, the works of European
ECOLEAD project, Luis M. Camarinha-Matos and Bemthidatzy are heavily refer-
enced.

The total of 176 citations is made to the sourdeth® scientific knowledge about
the relevant topics. 77 citations are made to tgeps published in 30 respectable
international journals, such as Computers in Ingushternational Journal of Ad-
vanced Manufacturing Technology, Journal of Ingelit Manufacturing, Lecture
Notes in Computer Science, Information Systemsgipnise Information Systems
and others. 32 citations are made to different ntspoeference model specifications
and white papers. 41 citations are made to thegedings of the international confer-
ences, symposiums and workshops. 23 books’ or babkpters’ citations are made.
In addition, the work of 40 EU funded projectsegerenced.

1.2 EU Framework programme perspectives on research ofhe enterprise
interoperability and collaborative enterprising

In this section, a short overview of the EU fundedearch about enterprise interop-
erability and collaborative enterprising and redagpportunities is presented. Its pur-
pose is to give an overview of the relevant scientopics from the perspective of



EU needs, as well as to provide information toredeed reader about possible coop-
eration opportunities in this topic. This overvienfocused to EU research funded by
the Framework Programme (FP6-FP7) for Researchlrantnological Development
of the European Commission.

Five major building blocks of FP7 are the SpecHirogrammes: Cooperation,
Ideas, People, Capacities and Nuclear Researchcditeeof FP7, representing two
thirds of the overall budget, is the CooperatioacHic programme. It fosters collabo-
rative research across Europe and other partnertresi through projects by transna-
tional consortia of industry and academia. Resemrclarried out in ten key thematic
areas: Health; Food, agriculture and fisheries, liotechnology; Information and
communication technologies; Nanosciences, nanotdofies, materials and new
production technologies; Energy; Environment (idahg climate change); Transport
(including aeronautics); Socio-economic sciences #ie humanities; Space; Secu-
rity. The content of the funded research is typycdefined by the high level objec-
tives of the specific programmes, which are mappethe research priorities and
challenges. The latter are defined by the Work Rrognes, published by the Euro-
pean Commission, for one or two year period. Basethe challenges defined by the
work programmes and specific interlinked objectie#seach of the challenges, a
content of the calls for proposals for this perigghlanned. For exampl€&jg. 1 illus-
trates the objectives of the ICT Challenge 1: Peweaand Trusted Network and Ser-
vice Infrastructures.

Challenge 1 - "Pervasive and Trusted
Network and Service Infrastructures”

1.5 Networked Media 1.3 Internet
& Search connected
Systems Objects

1.2 Internet of Services & Cloud Comp.

1.4 Trustworthy ICT

o
(a
o
)
0]
c
s
0]
s}
C
—
9]
fut
]
)
=}
(T

Fig. 1. The specific objectives of ICT Challenge 1

The content of the work programmes shows that priser interoperability is cur-
rently researched at the implementation level, ehaostly technical paradigms are
developed on the top of the current Internet infteure, to enable the adaptation
and implementation of the conceptual frameworksgetigped in the past. These para-
digms are described in Secti@r2. The vast majority of the currently funded velet
projects fall into the objectives of the ICT SpaciProgramme Challenge 1. “Perva-
sive and Trusted Network and Service Infrastrugtyrend “Factories of the Future”



cross-thematic Coordination between ICT and NMPng@¢aiences, Nanotechnolo-
gies, Materials and new Production Technologieg€c8ic Programmes.

In this thesis, the results of the selected FPdddnprojects are referenced and
used in defining the research state of the art.féh@wing projects are considered as
highly relevant:

— An interoperability service utility for collaborag supply chain planning across
multiple domains supported by RFID devices (ISUREJT-2007.1.3 ICT in sup-
port of the networked enterprise)

— Envisioning, Supporting and Promoting Future IngtrEnterprise Systems Re-
search through Scientific Collaboration (ENSEMBLE)

— Collaboration and interoperability for networked taprises (COIN) (ICT-
2007.1.3 ICT in support of the networked enterprise

— Supporting highly adaptive Network enterprise dodlation through semantically
enabled knowledge services (SYNERGY) (ICT-2007.C3 in support of the
networked enterprise)

In addition, some FP5 and FP6 projects are alsverted.
Some future directions of the research of entezprigeroperability may be defined
by recently launched relevant projects, such as:

— Enabling business-based Internet of Things andi&esv An Interoperability plat-
form for a real-world populated Internet of Thingemain (EBBITS) (ICT-
2009.1.3 Internet of Things and enterprise enviremis)

— Internet of Things Architecture (IOT-A) (ICT-200931 Internet of Things and
enterprise environments)

— Innovative networks of SMEs for complex products nofacturing (NET-
CHALLENGE) (NMP-2008-3.3-1 Supply chain integratiand real-time decision
making in non-hierarchical manufacturing networks)

— Virtual Enterprises by Networked Interoperabilitgr@ices (VENIS) (FoF-ICT-
2011.7.3 Virtual Factories and enterprises)

— Innovative End-to-end Management of Dynamic Manufdecg Networks
(IMAGINE) (FoF-ICT-2011.7.3 Virtual Factories andterprises)

While enterprise interoperability is still gettimgbig attention of the European Com-
mission (at least from the technological perspegtithe research of collaborative
organizational forms was mostly funded at the baigip of this century. Most of the
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relevant results in this area were developed instwpe of the projects from the
VOSTER (Virtual Organizations Cluster) cluster.

Scientific and technological objectives of the V@R initiative were: to consoli-
date relevant concepts and relationships, typasures and indicators of the virtual
organizations; to identify and recommend the apgea for modelling the virtual
organizations; to identify relevant technologiesl astandards and to evaluate their
potential use in virtual organizations; and to defthe functional perspective of the
virtual organizations’ infrastructure. VOSTER clestencompassed following FP6
projects:

— ALIVE (Working group on Advanced Legal Issues inrtdal Enterprise), 2001-
2002,

— BAP (Business Integrator Dynamic Support AgentsMotual Enterprise), 2000-
2002,

— COVE (COoperation infrastructure for Virtual Enteges and electronic busi-
ness),

— E-Colleg (Advanced Infrastructure for Pan-Europ&milaborative Engineering),
2000-2003,

— elegal (Specifying Legal Terms of Contract in ICAviEonment),

— EXTERNAL (Extended Enterprise Resources, Networkhitectures and Learn-
ing), 2000-2002,

— GENESIS (Global Enterprise Network Support for theovation Process), 2000-
2002,

— GLOBEMEN (Global Engineering and Manufacturing int&prise Networks),

— ISTFORCE (Intelligent Services and Tools for Coment Engineering), 2000-
2002,

— NIMCUBE (New-use and Innovation Management and Measurekietitodology
for R&D), 2000-2002,

— OSMOS (Open System for Inter-enterprise Informafilenagement in Dynamic
Virtual Environments),

— PRODNET Il (Production Planning and Managementircatended Enterprise),

— SYMPHONY (A dynamic management methodology with mlad and integrated
methods and tools for knowledge-based, adaptive SMID01-2004,
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— PRODCHAIN (Development of a decision support metiiogy to improve logis-
tics performance of globally acting production netks), 2002-2004,

Besides the VOSTER cluster, there were other pimjeelated to the consolidation of
knowledge about the virtual organizations, such\&map (Roadmap design for
collaborative virtual organizations in dynamic mess ecosystems) and ECOLEAD.

2 Interoperability

Despite the continuous developments of standard d@d organizational infrastruc-
tures, enterprises will definitely continue to hawixed environments for the foresee-
able future. First, many businesses have very peequirements which cannot be
handled by the “standard” hardware and softwar¢éesys. Second, the move to the
new platforms needs to be gradual and evolutionsgause of the (sometimes, criti-
cal) changes this move implies and businesses’ snaedeverage existing invest-
ments. Themistocleous et al (2001) revealed thap&8ent of companies are not
replacing their legacy systems when they implensnERP system. Following to
this, they also found that 58 percent of compadidsnot succeed to integrate their
ERP systems with existing legacy systems. Spr@0@ attributed this “to differ-
ences in semantics and business rules betweemediffapplications that were never
intended to collaborate”.

Despite the decrease in operational costs and eyl it is unlikely that many
organizations will be able to have completely hopramus systems environment.
Thus, interoperability becomes very important regmient for the systems architec-
ture. In general, it is considered as the abiliy tivo systems to understand one an-
other and to use functionality of one another (Céteal, 2008).

2.1  Definitions of interoperability

ISO/IEC 2382 defines interoperability as the “caligbto communicate, execute
programs, or transfer data among various functiomdts in a manner that requires
the user to have little or no knowledge of the urigharacteristics of those units”.

In more broad sense, IEEE (IEEE, 1990) definegdpkerability as “the ability of
two or more systems or components to exchangent#on and to use the informa-
tion that has been exchanged”. Here, interopetglsitiould not only be considered as
a property of ICT systems, but it also consideeslihsiness processes and the busi-
ness context of an enterprise. Therefore, inteedjmers are meaningful, only when all
levels of an enterprise are taken into accountckletine diversity, heterogeneity, and
autonomy of software components, application sohgj business processes, and the
business context of an enterprise must be considere

From the systems perspective, interoperabilityreefe the ability of heterogene-
ous, autonomous EISs to perform interactions (exgdaf information and services)
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(Chen and Vernadat, 2004). In this case, two systeimction jointly and give access
to their resources in reciprocal way. Interopeigbik related to the federated ap-
proach, which implies that systems must accommoadiatihe fly in order to interop-
erate — no pre-determined assets are assumed.

Interoperability may be considered and evaluatednattiple levels, such as: in-
formation/data, services, processes, systems,peisiermodels, enterprises and com-
munities. Each of the levels is characterized lgygpecific challenges. For example,
data formats without semantics are the main isfumformation interoperability;
static definition is serious restriction for sewmscinteroperability; lack of correspon-
dences between standard and implemented modelseatitles poses the challenge
for enterprise models interoperability. Althougltleaf these challenges can be asso-
ciated to a particular level of interoperabilithety cannot be addressed in isolation.
Namely, EISs capture implicit knowledge of the eptise; systems are exposed by
their services, which are then used to exchangerrirdtion through enterprise or
cross-enterprise processes. Thus, only holisticogmh to enterprise interoperability
can produce the knowledge and associated assetsafzing its value proposition.

2.2 Scientific topics relevant for research of enterpise interoperability

Research of Enterprise Interoperability involvemix of relevant scientific topics,
each of which has its own state-of-the-art. Fom#pla, state-of-the-art for Interop-
erability architecture approaches of InterOP NeknafrExcellence, addresses (Berre
et al, 2004):

— Interoperability architectures;

— Model Driven Development (as a bridge to the afasnterprise Modelling and
Ontologies, but also as a foundation for expliggtsm models, and Model Driven
Architectures as an approach for achieving interaipiéty);

— Service-Oriented Computing (as extension of tha aféVeb Services);

— Component-oriented and message-based computiran (@splementation founda-
tion for areas such as Service-Oriented Computing);

— Agent-oriented Computing;

— Business Process Management and Workflow; and

— Non-functional aspects of systems, with respedhteroperability, such as secu-
rity, trust, quality of service, etc.

State-of-the-art in enterprise modelling technigaed technologies to support enter-
prise interoperability of ATHENA Project addresgBsetz, 2004): enterprise frame-
works and languages; industry initiatives and, déadization efforts; and enterprise
modelling languages.

Recently, some novel paradigms related to so-cdllgdre Internet emerged. The
Future Internet is a summarizing term for worldwigsearch activities dedicated to
further development of the original Internet anceislorsed by NSFand EG®, as

25 hitp://lwww.geni.net/
26 hitp://cordis.europa.eu/fp7/ict/fire
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such. Regarding the current status of Future Ieter@search, it seems too early to
identify any technical consensus or even standatidiz steps. Therefore, this term
should be used with caution only, especially noa apecific technology but instead
as an abstract reference to the visible, worldwictevities in this directiof.

While Internet of Services and Internet of Things aften considered as some of
the key features of the Future Internet, the Fulioternet Enterprise Systems (FINES)
emerged as a field of activity that aims at enagpknterprises to exploit the full po-
tential of the Future Internet. Interoperabilityciznsidered as one of the main facilita-
tors of those paradigms.

The Internet of Services is a part of the visiorthe future internet where every-
thing that is needed to use software applicatisressailable as a service on the Inter-
net, namely, the software itself, the tools to dewehe software, and the platform
(servers, storage and communication) to run thievaoé. Cloud computing is a rela-
tively new model of Internet-based computing, whgreervers, storage, networking,
software, and information are provided on demandvahtages of the “Internet of
Services” include the little upfront investmentsdevelop an application and the pos-
sibility to reuse or build upon other users’ efforthe risk involved in pursuing new
business ideas is decreased, and might lead toimureative ideas being tried out in
practice.

Internet of Things (Ashton, 2009) is defined (Vesae et al, 2009) as a dynamic
global network infrastructure with self-configurigpabilities based on standard and
interoperable communication protocols. In Intern&tThings, physical and virtual
‘things’ have identities, physical attributes, avidual personalities and use intelli-
gent interfaces. In the Internet of Things, ‘thingie expected to become active par-
ticipants in business, information and social psses where they are enabled to in-
teract and communicate among themselves and watleririronment by exchanging
information ‘sensed’ about the environment, whiaating autonomously to the
‘real/physical world’ events and influencing it loynning processes that trigger ac-
tions and create services with or without direanhu intervention. Interfaces in the
form of services facilitate interactions with thegngs’ over the Internet, query and
change their state and any information associaiéid them, by also taking into ac-
count security and privacy issues.

2.3 Interoperability frameworks

The main purpose of interoperability frameworks$agprovide an organizing mecha-
nism so that concepts, problems and knowledge termise interoperability can be
represented in more structured way (Chen et al8R0Dypically, as seen in many
works, this mechanism provides different perspestito the problem of interopera-
bility, such as conceptual, organizational and nézl. Then, these perspectives are
used to analyze the interoperability of the diffégrbusiness entities, such as enter-
prise, process, system, function, data, etc.

27 http:/len.wikipedia.org/wiki/Future_Internet
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In this thesis, following frameworks are referencktsl, IDEAS, ATHENA and
INTEROP NoE. They are shortly described in the sgbent sections.

Levels of Information Systems Interoperability (LISI)

LISI (C4ISR, 1998) (Levels of Information Systemgdroperability) is a maturity
model and process, developed for US Departmente&iérize, for determining the
joint interoperability needs, assessment of théesys to meet those needs and selec-
tion and implementation of solutions to achievehkiglevels of capability to interop-
erate.

LISI (C4ISR, 1998) Reference model ($8g. 2) is used to review interoperability
maturity levels (Process, Applications, Infrastiwet Data) by assessing the capabil-
ity to interoperate in context of enabling attriésibf interoperability, namely, proce-
dures, applications, infrastructure (hardware, comoations, security and system
services) and data.

Nature of Corre - e
Operational Information . oprer ability Implications
Interaction el P A —[ D

— ; Enterprise AT B Enterprise
Enterprise 4 Level RN Topologics B-Io(llel

Cross-Domain
Interactive Manipulation

World

Apoli t.ShargidD tab Domain Domain Groupware R Domain
pplications atabases Level L Model
Complex Functional GLion
Media Exchange VR EL | Networks
Simple : HICIC Simple
. Connected | 1 | Local/Site pe
Electronic Exchange Ll System | 05 ection Local
Drivers
METIES Tsolated 0 A0S N/A  |Independenf Private
Gateway Control

Fig. 2. LISI Reference model

IDEAS Interoperability Framework
IDEAS Interoperability Framework (IDEAS, 2002) iswtloped in scope of IDEAS
project, the first interoperability initiative inUgope, carried out under FP5. It defines
the capabilities to interoperate on different lsyeitructured into layers of enterprise
model (organizational issues, including business lamowledge level) and system
architecture (ICT issues, including applicationtadand communication level). The
holistic view on the interoperability is ensured bging semantic models to make
correspondences between different models of diftdeyels.

IDEAS Framework considers interoperability at thikeeels of detail. First, all in-
teroperability concerns are classified into orgational (enterprise model) and archi-
tectural (ICT) (Seéig. 3).
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Fig. 3. IDEAS Framework Interoperability levels

Organizational concerns are discussed at the |lefdmisiness and knowledge. The
interoperability at the business level is considesis organizational and operational
ability of an enterprise to cooperate with othetegprises. This level includes the
decisional, business and process model. Decisimaalel defines what/ how deci-
sions are taken and the degree of responsibiligach operating unit, role and posi-
tion. The business model is the description ofrtHationships between an enterprise
and the way it offers products or services to mafasiness processes model defines
the set of activities that deliver value to thetoosers. Interoperability at the knowl-
edge level should be seen as the compatibilithefskills, competencies and knowl-
edge assets of the enterprise with those of otftergrises. Knowledge level includes
the models for defining roles, skills/’competences &nterprise knowledge assets
(procedures, norms, rules and references).

Interoperability at ICT systems level should bensas the ability of an enterprise’s
ICT systems to cooperate with systems of otherreaterganizations. In the context
of the system architecture, interoperability iscdissed on the levels of application,
data and communication. Application level includesdels for solutions manage-
ment (tools and procedures required to administeergterprise system), workplace
interaction (interaction of the user and the sy3tespplication logic (computation
carried out by a system to achieve some result)paocess logic (order in which the
application is carried out). Data level describdsclv data is required and produced
by the system, by using the models of product gatacess data, knowledge data and
commerce data.

IDEAS roadmap considers interoperability as sigaifit only if the interactions
take place at least on three different levels: ,ds¢avices and processes, with a se-
mantics defined in a given context (IDEAS, 2007).

ATHENA Interoperability Framework

While IDEAS focuses on structuring interoperabilggues, ATHENA Interoperabil-
ity Framework (Berre et al, 2007) (AIF) aims at yiding solutions for those. A
common feature of the ATHENA solutions is the fiwt they are all model-driven.

16



The solutions focus on modelling the interactioms anhformation exchanges that
occur both on a business level and a technical.|&V€ is structured into parts of:

— conceptual integration, which provides a modelliogndation for various aspects
of interoperability,

— applicative integration, which provides guidelireesd principles for resolving the
interoperability issues, and

— technical integration, which provides ICT tools gidtforms.

The ATHENA Interoperability Framework adopts a btiti perspective to interop-
erability by inter-relating three research aregsgpsuting the interoperability of EISs.
The three areas are: 1) enterprise modelling (whiefines interoperability require-
ments), 2) architectures and platforms (which pevimplementation frameworks),
and 3) ontology to identify interoperability semiaatin the enterprise. ATHENA
identifies the levels where interoperations car fallace: enterprise/business, process,
service and information/data (s€&g. 4). Then, for each of these levels a model-
driven interoperability approach is prescribed, rehmeta-models are used to formal-
ize and exchange the provided and required artefaat must be agreed upon.

Provided Required
Enterprise/ Collaborative Enterprise Enterprisel
Business = Modelling Business
|| = w L
| 3 5 |

p ‘é& Cross-Organisational g 5
regEeEe = Business Processes s} regEEsEE
| = @ ||
i . . o
Services = Flexible Execution and BE: Services
O Composition of Services s
e b}
— % %3] —
Information/ Information Information/
Data Interoperability Data

Fig. 4. AIF Conceptual Framework

The applicative integration of ATHENA is based onté&prise Unified Proce$s
(EUP), for modelling the software lifecycle. In shperspective, ATHENA Interop-
erability Methodology (AIM) for managing the lifecle of the interoperability pro-
ject is described, including activities of businesfiaboration modelling, interopera-
bility maturity analysis, solution mapping and dgsiimplementation, testing, de-
ployment and assessment and project managemente€¢heical framework of the
AlIF describes an integrated architecture supportotiaborative enterprises. The
architecture focuses on a set of tools and infuaire services to support collabora-

28 EUP, Enterprise Unified Process, http://www.entegunifiedprocess.com/
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tive product design and development, cross-orgénizal business process, service
composition and execution, and information interapdity.

INTEROP NoE Enterprise Interoperability Framework

Enterprise Interoperability Framework (Chen and IDac2006) (EIF) developed
within a frame of INTEROP network of excellenceldals barriers-driven approach
to define the domain of enterprise interoperabgityd identify and structure knowl-
edge (solutions) of the domain using the framework.

Identified barriers are classified into syntactitdasemantic differences of ex-
changed information (conceptual), incompatibilitf the information technologies
(technical) and incompatibility of organization wsttures (organizational barriers).
Then, the barriers may be discussed in the cowofexhich of the interoperability lev-
els, defined by ATHENA: business, process, sergind data, so solutions can be
identified. These two dimensions define the entegpmteroperability domain (see

Fig. 5).

barriers] CONCEPTUAL | TECHNOLOGICAL | ORGANISATIONAL | ENterprise
Interoperability

levels SYNTAX |SEMANTICS Domain

/

BUSINESS

PROCESS
- Problem An Enterpritst.a
SERVICE - Knowledge Interoperability
- Solution sub- domain

DATA

Fig. 5. Use of the framework to define the domain andrnacture knowledge

The third dimension (interoperability approaches)added to the two-dimensional
framework. This third dimension allows categorizikmgpwledge and solutions relat-
ing to enterprise interoperability according to thays of removing interoperability
barriers.

Other frameworks and initiatives

Besides the enterprise and production areas, peeability initiatives are carried out

in other fields, such as e-business, e-health,vergment and others. Some of them
are E-Health Interoperability Framework (NEHTA, B3)0The European Interopera-

bility Framework (COMPTIA, 2004) and others.
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2.4  Technical issues for enterprise interoperability

Service Oriented Architecture (SOA) is a paradigmdrganizing and utilizing dis-
tributed capabilities that may be under the contfotifferent ownership domains.
The perceived value of SOA is that it providesanfework for matching needs and
capabilities and for combining capabilities to azidr those needs. While both needs
and capabilities exist independently of SOA, in S@&rvices are the mechanism by
which needs and capabilities are brought togetkkecKenzie et al, 2006). The key
technical background for SOA is provided by théntemogy of Web Services.

Service
Registry

Fig. 6. Service-Oriented Architecture

SOA is the form of organization of integrated eptise application environment,
characterized by supply, demand and usage ofstslilited functions, implemented
by services. It enables a concept of uniform tdotsexposition, discovery, interac-
tion and usage of individual business functioncamtext of fulfilment of defined
objectives.

Growth of internet, electronic business (B2B), adl&s supporting protocols and
standards, and in particular - XML (eXtensible MarkLanguage), motivated the
development of technical solutions for expositidrbosiness functions in wider con-
text, even publicly. Today, primary tool for entegge collaboration, as well as inte-
gration of its internal business functions, are welvices — basis of SOA infrastruc-
ture. Basic standards for realization of web sewiare WSDL (Web Services De-
scription Language) (Christensen et al, 2001), deediefinition of structure of ser-
vice - its ,contract’; and UDDI (Universal Desciigmn Discovery and Integration),
which prescribes the methods, principles and gindslfor management of service
registry. BPEL (Andrews et al, 2003) (Business BsscExecution Language) lan-
guage for process modelling is a tool for orchéistnaof web services. It facilitates
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Business Process Management (BPM) — area of IClicafipn in definition, simula-
tion, execution, optimization, evaluation and cohtf business processes.

While SOA is a candidate approach for an expostirth® enterprise systems’
functionality, ATHENA project and INTEROP NoE sugfighat Model-Driven Ar-
chitecture (MDA) is a candidate for the design destelopment of the interoperable
systems architecture.

MDA is an approach for the software developmentetigped by Object Manage-
ment Group (OMG), in 2001, which uses different eledbf software requirements
to support software engineering (Model-Driven Eegiring, MDE). It defines system
requirements by using Platform-Independent ModéMJP expressed in Domain-
Specific Language (DSL). Then, given a Platformibigdbn Model (PDM), the PIM
is translated to one or more Platform-Specific Med@SM), which can be executed
by computers (Sefeig. 7).
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Fig. 7.MDA Framework

It is expected that MDA will evolve to cover thevéd of enterprise modelling and
interoperability requirements. Some efforts in thiigsection are already reported
(Chen et al, 2008) by ATHENA project and INTEROPENo

3 Ontologies

There is an agreement in the research communityotitalogies need to be used for
reconciliation of the interoperating systems. Egenthere are opinions that the main
conditions for achievement of interoperability b&tloosely coupled systems are: 1)
to maximize the amount of semantics which can beed and 2) to make it increas-

ingly explicit (Obrst, 2003).
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The ontologies are considered as logical theode$oimal, explicit, partial speci-
fication of conceptualization (Guarino and Giarett895). The notion of ontology
comes from the domain of philosophy. Angeles (1984fjnes the ontology as “that
branch of philosophy which deals with the order atrdcture of reality in the broad-
est sense possible”. Bateman (1995) argues thatgémeral programme of ontology
relies on it being possible to uncover properties tould not fail to be as they are for
the world to exist”. Guarino (1995) is more speciind defines philosophical ontol-
ogy as “the study of organization and the natur¢hefworld independently of the
form of our knowledge about it". This definitionparates ontology from epistemol-
ogy and hence implies independence among those two.

In computer science, ontology is considered (Guaaind Giaretta, 1995) as a (par-
tial) specification of the semantic structure whistdefined by the conceptualization
process. It is a logical theory that explicitly expses the conceptualization in some
language. In this context, ontology is a specifiratused for making ontological
commitments. Practically, an ontological commitm&ntin agreement to use a vo-
cabulary (i.e., ask queries and make assertions) way that is consistent (but not
complete) with respect to the theory specified byoatology. While conceptualiza-
tion is language independent, ontology dependsherused language. In this sense,
ontology is important for the purpose of enablimpWwledge sharing and reuse. The
most widely used syntax for representing ontologpelay is defined by OWL (W3C
OWL, 2009) (OWL 2 Web Ontology Language). The Wehtdlbgy Language
(OWL) is a family of knowledge representation laages for authoring ontologies.
The languages are characterized by formal semaamidsRDF/XML-based serializa-
tions for the Semantic Web. OWL is endorsed byWwld Wide Web Consortium
(W3C) and has attracted academic, medical and cocethenterest.

3.1 Definitions of conceptualization

Conceptualization is a decision process (Guari®88}, a view in which knowledge
of the studied part of reality, typically availabltean implicit and complex form, is
reorganized and generalized in different aggregdtessome purpose. In stronger
manner, a conceptualization can be defined astensional semantic structure that
encodes implicit knowledge constraining the strieif a piece of a domain (Obitko,
2007). In the latter definition, intensional senmardtructure refers to the sufficient
and necessary conditions for classification ofafgregates’ individuals.

Conceptual models range in type from the more peesuch as the mental image
of a familiar physical object, to the abstractnesmathematical models which cannot
be visualized in mind. They can be developed ifeddht levels of abstraction of a
single domain (Zdravkovic et al, 2011). Conceptalels also range in terms of the
scope of the subject matter that they are takeepoesent. The variety and scope of
conceptual models is due to the variety of purpdsaspeople had while using them.
The same applies for conceptualization approachbigh are numerous and have
been developed in different knowledge domains (Lggdin2009).

According to a definition of Engelbart (1962), deyeng conceptual models
means specifying the essential objects or compserafthe system to be studied, the
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relationships of the objects that are recognizeel types of changes in the objects or
their relationships which affect the functioningtbé system and the types of impact
these changes have on the system. Similarly, Gestesand Nilson (1987) define
conceptualization as “the objects, concepts andraghtities that are assumed to exist
in some area of interest and their inter-relatigpsh Both definitions assume exten-
sional character of the conceptualization prodeste sense that they imply that the
elements of the mental image of the specific doraainsimply enumerated or listed.
Some researchers (Guarino, 2007) argue that thisazbcts to an intentional charac-
ter of a human thinking, where the meaning of eleés constituted by their neces-
sary and sufficient conditions.

3.2 Approaches to ontology engineering (conceptualizain)

One of the major challenges in the efficient usemhputer systems is interoperabil-

ity between multiple representations of realitytégdarocesses, etc.) stored inside the
systems, or actual representations and realitlf itsgystems’ users and their percep-
tion of reality (Hepp, 2007).

Where latter can be formalized by the domain onfiels, as shared specifications
of the domains’ conceptualizations, former religp®m the local ontologies — wrap-
pers for heterogeneous sources of information negsilogic and presentation rules.

The top level of abstraction in the conceptual@atprocess is typically described
by so-called upper ontologies. An upper ontologyf¢andation ontology) is a model
of the common objects that are generally applicalsl®ss a wide range of domain
ontologies. It employs a core glossary that costaine terms, and associated object
descriptions, as they are used in various, reledamain sets.

Interoperability of information systems dependstlosm quality and mutual consis-
tency of the underlying ontologies (Smith, 2003)ffédences in conceptualizations
(or paradigmatic stands) to which ontologies anmmitted can cause semantic mis-
match, and hence, have a negative effect on indeabgity. Namely, in ontology
development, knowledge workers or domain experts d@ose descriptive or pre-
scriptive approach, temporal or static represertati objectivist or subjectivist para-
digm, etc. Negative effects of the inconsistentosgtualizations can be reduced by
employing additional efforts in mapping, alignmetranslation, transformation or
merging the corresponding ontologies (Noy, 2004)e Bbove listed methods for
making two ontologies interoperable are describredlétail in Sectior8.3 of this
Chapter.

In addition, ontologies may differ by the levelgrnularity applied in the concep-
tualization process. Using different levels of granity is a common approach to
engineering of ontological framework. It is appligd building upper ontologies,
which often combine continuant, enduring perspestiof reality and concepts ex-
tended through time (Grenon and Smith, 2004). Ebimensional perspective on
reality within a single framework can be granuladZurther to strategic, operational
and tactical sub-perspectives. Thus, it also coutes to the development of modular
ontological framework.
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A variety of granularity levels in an ontologicaamework extends the scope of in-
ference. Use of modular ontologies also addressdsrmance issues of the semantic
environments because it enables distributed reagonhlso, it contributes to
achievement of the semantic interoperability oteyss.

3.3 Ontology interoperability

Many works rely on the assumption that a singl®lmgly is shared by all the partici-
pants of the system. However, in the heterogenemwionments, such as inter-
organizational networks, this assumption is notisgéa anymore. On the contrary,
one has to consider that the partners of the nktnwmeate their ontologies independ-
ently of each other. Thus, most often the ontolegldfer. Still, the distinctness of
ontologies does not prejudice logical inconsisteatyheir terms, especially if they
focus on different contexts of the same concep&nély, ontology is not a tool for
checking correctness of reality, but for its expliepresentation.

In this section, the problem of ontology interogmlity is discussed in context of
methods or techniques and processes for makingmiaogies interoperable.

Methods for ontology interoperability

To tackle the above problems, research on ontalugyoperability proposes several
techniques: ontology mapping/matching, alignmemgnglation, transformation,
merging/integrating, checking, evolution/versioniagd mappings management.

Mapping of two ontologies assume that, for eacthefentities (concept, relation,
attribute, etc.) of one ontology, the correspondintity in another ontology is found,
with the same meaning. Typically, correspondenceslal functions. They can be
expressed by logical equivalences, subsumptioranesess relations, assertions of
constraints, based on the object properties ottifitation of rules, with the form of
logical implication between the antecedent and eguent statements.

One of the most cited approaches (Kalfoglou ancoBemmer, 2003) to defining
ontology mapping is based on the algebraic dedinitf ontology. Ontology is con-
sidered as a pair O=(S,A), where S is the (ontoldyisignature, describing the vo-
cabulary, and A is a set of (ontological) axiomsahispecify the intended interpreta-
tion of the vocabulary in some domain of discougically, an ontological signa-
ture is modelled by partially ordered set (Podet)set formalizes and generalizes the
intuitive concept of an ordering, sequencing, saagement of the elements of a set.
It consists of a set together with a binary relatibat indicates that, for certain pairs
of elements in the set, one of the elements preardther. Such a relation is called a
partial order to reflect the fact that not everyr e elements need be related: for
some pairs, it may be that neither element precthaesther in the Poset.

Ontology mapping is the task of relating the vodabu of two ontologies that
share the same domain of discourse in such a vedtith mathematical structure of
ontological signatures and their intended integirens, as specified by the ontologi-
cal axioms, is respected. Structure-preserving imggpetween mathematical struc-
tures are called morphisms. For example, a fundtmfitwo Posets that preserves the
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partial order: (&b implies f(a) f(b)) is a morphism of Posets. Hence they charaete

ontology mappings as morphisms of ontological digres as follows:

A total ontology mapping from O= (S,A;) to O, = (S,A,) is a morphism
f:S;—S, of ontological signatures, such that; |-A(A1), i.e., all interpretations that
satisfy Q axioms also satisfy QOtranslated axioms. In order to accommodate a
weaker notion of ontology mapping they also prowadgefinition for partial ontology
mapping form @ = (S,A) to O, = (SA,) if there exists a sub-ontology
0'1=(S',A’1) (S'1=S; and A’j<Ay), such that there is a total mapping from ©' O..

In literature, ontology alignment is often usedaasynonym for ontology mapping.
In some works (Klein et al, 2002), ontology aligmhé considered as a process of
making two ontologies consistent and coherent, &/lités possible that some of their
elements will be transformed. Other authors comsiteontology mapping as a mor-
phism which typically consists of the set of funas which assign the symbols used
in one vocabulary to the symbols of the other.

When binary relations are used, instead of thetfons, then this process is called
ontology alignment. Since a binary relation caelftbe decomposed into a pair of
total functions from a common intermediate southe,alignment of two ontologies
O; and Q can be described by a pair of ontology mappingsifintermediate source
ontology Q (depicted in the figure below). The intermediatéotogy Q, together
with its mappings is called the articulation of tewatologies.

/\ /\
| N/

Articulation Mearging
Fig. 8. Ontology articulation and merging

Finally, articulation allows for defining a way imhich the fusion or merging of on-
tologies need to be carried out. The intuitive idetd construct the minimal union of
vocabularies Sand $ and axioms Aand A that respects the articulation. Again, this
strong notion of merging can be relaxed by takihg articulation of two sub-
ontologies of @ and Q respectively, and defining the merged ontologycCoading
to their articulation.

Ontology translation assumes that new ontologyésted from the existing one,
by using different formal languages for expressiérthe same meaning. The ontol-
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ogy translation is performed when it is necessaryge the ontology in changed cir-
cumstances, such as another information systesrginfe engine, etc.

Ontology transformation is the process in whichgtracture of the input ontology
is changed, while the meanings of its elements ireth@ same (transformation with-
out semantic losses) or changed (transformation sémantic losses), with objective
to use ontology for the purpose which is differeai the original one.

Detection of correspondences between two ontoldgieerformed by calculating
the semantic similarities between any of their eeats, by using different methods.
Each of the methods is suitable for particularuwinstances in which ontology map-
ping is done. Two of the most used methods areysisabf the structural description
of the entities and analysis of the terminologidascription of the entities (based on
the lexical or linguistic similarities). Both metth® are addressing what is considered
as a problem of semantic mismatch.

Semantic mismatch

Semantic mismatch is a difference in the represiengof the single entity in two or
more different conceptualizations. The semantiomaish is analyzed on two levels:
language and ontology (model) (Klein, 2001).

A language mismatch may be the consequence of dffiegent formalisms in de-
fining the same entity (for instance, OWL and LOOMHhis type of mismatch is
resolved by ontology transformation. However, somes, it is not possible to avoid
the semantic losses, because different languagestaracterized by the different
levels of expressivity. For example, while OIL laragie can represent the cyclic rela-
tion of inheritance, this is not possible with RDFS

Ontological (model) mismatches occur when two oremantologies which need to
be integrated, describe (partly) overlapping domairhe sources of this type of mis-
match are differences in a way one domain (or sofrits parts) are conceptualized
and explicated (Visser et al, 1997). While concapimismatches are differences in a
way one domain is interpreted and conceptualizggdliGation mismatch is consid-
ered as a difference in a way the conceptualizasispecified.

The conceptual mismatches occur due to differensiderations of the ontology
scope and model coverage (or granularity). Scopenatich occurs when two classes,
which seem to represent the same concept, do netdaame instances, although they
intersect. Model coverage and granularity mismatoturs when there is a mismatch
in parts of the domain which is represented byahtlogies or the level of detail to
which different ontologies are committed in theresgntation of the same concepts.
In this case, the problem of mismatch is not tylpiceesolved, but two or more on-
tologies (actually, their overlapping parts) aligradd.

Explication mismatches can be classified into soflenodelling and terminologi-
cal mismatches. The first category of mismatchebaigler to resolve and usually
involves human work. It occurs when different pagads (usually for explication of
the abstract notions, such as time, action, plansality, etc.) or modelling conven-
tions (for example, the choice between extensionahtensional conceptualization)
are used in the explication of the conceptualizeshain. Paradigm mismatches occur
also when different upper ontologies are used fodetling the same domain.
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Meanings from ontologies, developed in isolatiogs(amingly, by using different
paradigms), can be reconstructed or re-createdshmg icontextualization or logical
theories, such as ontology of descriptions andgdns (DnS) (Gangemi et al, 2002).
DnS enable the first-order manipulation of micredhies and models, independently
from an upper ontology.

Terminological mismatches occur when 1) individoahcept is described by two
different names (synonym terms), or 2) the meaning term is different in different
contexts (homonym terms).

Semantic integration process

The process of semantic integration (CROSI, 208%haracterized by the set of ac-

tivities which enable the semantic interoperabitifytwo software systems, based on

different local ontologies. The process of semaintiegration is illustrated oRig. 9.
The process consists of the activities of prepamafior integration (normalization,

lifting), similarities discovery, similarities repsentation and similarities execution.
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Fig. 9. Semantic integration process

In the preparation phase, ontologies are normalead uniformly represented, so
conflicts due to syntax heterogeneity are avoiddten, in the phase of similarities
discovery, the correspondences between their entitie identified, ranked, evaluated
and confirmed. These correspondences need to besespied in a formal way, by
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using languages, such as RDF, RDFS, OWL or XMLth&y can be affirmed. The
outcome of the correspondences affirmation can ridelagy which merges source
ontologies, the set of articulation rules or quenyriting template.

Typically, the process of semantic integrationws-dimensional. Besides the se-
quential set of activities, it also involves suppar actions and assets (Maedche et al,
2002), related to: 1) evolution, namely, managing tepresentations of correspon-
dences; 2) building the cooperative consensus @edirespondences; and 3) acquisi-
tion and use of domain knowledge in the similaaibalysis.

Global Ontology ontaiogy [**] oniaiogy [**] oniaioay
Single Ontology Multiple Ontologies

Shared Vocabulary

Local . Local el Local
Ontalogy Ontology Ontology

DEE

Hybrid Ontology

Fig. 10. Architectures for ontology interoperability

Different architectures (Wache et al, 2001) carubed in semantic integration proc-
ess (sedig. 10. Single ontology approach assumes that a singl@lagy is used to
formalize the semantics of all concepts from therse schemas. Multiple ontologies
approach is employed when implicit semantics ohezfdhe source schemas is made
explicit in corresponding local ontology. Then, lead the local ontologies is asserted
with logical axioms which are used to formalize tdwgrespondences between its and
other ontologies’ concepts. Finally, hybrid apptoé used when shared vocabulary
or ontology is used to relate concepts from thallootologies.

4 Semantic Interoperability

In many interoperability frameworks, the semangiol$, namely, ontologies are in-
tended to be used as facilitators for the interalpiéity. However, it's very important
to distinguish semantically supported interopergbifom the semantic interoperabil-
ity as the latter goes beyond mere data exchanjeleas with its interpretation.
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Semantic interoperability of systems means thaptieeise meaning of exchanged
information is uniquely interpreted by any systeot imitially developed for the pur-
pose of interoperation. Thus, it is sometimes dalf@eneral Semantic Interoperabil-
ity”. It enables systems to combine and consequeantbcess received information
with other information resources and thus, to imprthe expressivity of the underly-
ing ontologies and consequently — to increasedhlevance of the data models which
are formalized by those ontologies.

Semantic Interoperability is also considered agrsoisym for “Computable Se-
mantic Interoperability”. In this sense, it is thbility of computer systems to com-
municate information and have that information grpinterpreted by the receiving
system with the same meaning as intended by thertiging syster.

Semantic Interoperability, in more general sensfers to ability of receiving sys-
tem to correctly interpret transmitted sufficiemidanecessary information, from
sender, but also it is related to awareness aneeagmt of both actors about their
behaviours for given interaction.

Syntactic Interoperability is a prerequisite to safit interoperability. It assumes
that common data formats, languages and structfrd®e messages are defined, so
receiving system may read, interpret and reasontathe further processing of the
message, based on its structure. In this sensmatsrcorrespond to the protocols
used for exchange; languages are related to famalused to describe the meanings
of the messages; structures are related to coraligattion approach, used to describe
the meaning of the concepts from these messagesspécification of this conceptu-
alization, namely, ontology allows all interopengtisystems to interpret meanings of
terms with precision, by exploiting the messagetsns used in specific contexts, to
the ontology elements that describe the meaningsosk terms in logical format.

Some researches suggest that upper ontology musvdeed in reconciliation of
the systems’ semantics. This need is argued bgttement that no single ontology
can describe all possible terms related to alliptsssises of the different information
systems. However, limited set of basic (primitieencepts may be combined to cre-
ate the logical descriptions of the meanings ahteused in local or domain ontolo-
gies.

Thus, if following assumptions hold true:

(1) the meanings and usage of the primitive ontplelgments in the foundation
ontology are agreed on, and

(2) the ontology elements in the domain ontologies constructed as logical
combinations of the elements in the foundation logip

Then:

The intended meanings of the domain ontology elésnean be computed auto-
matically using a reasoner, by any system thatmsdbe meanings of the elements in
the foundation ontology, and has both the foundatiotology and the logical specifi-
cations of the elements in the domain ontology.

Therefore:

Any system wishing to interoperate accurately veitfother system need to trans-
mit only the data to be communicated, plus anydalgilescriptions of terms used in

29 hitp:/len.wikipedia.org/wiki/Semantic_interoperiti
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that data that were created locally and are netdly in the common foundation on-
tology.

4.1 Basics of human communication

In order to better understand the architecturehef semantically interoperable sys-
tems, the human communication process is descehddsome analogies are identi-
fied in this subsection.

Besides the intelligent interpretation, one of kieg differences in establishing the
semantic interoperability for people and systemshés amount of precision that is
needed. When two people are communicating, a leeadndant information is avail-
able for confirming assumptions on the meaningarigmitted information and refin-
ing of understanding. This redundant informatiocludes facial expressions, tone of
voice, repetition using different words and gestumlso, many terms can be (and
are) approximately translated, partially understdmdhe moment of transmission.
This understanding may be improved when contegtasided.

Unfortunately, computers typically do not transmeilundant information. They do
require precise correspondence of terms, and hawxtemely limited set of com-
munication protocols to deploy when communicatie®sinot produce expected re-
sults. Thus, creating semantic interoperability aghoomputer systems requires sig-
nificantly more attention to detail than creatibg@mong people.

In a simplified view, the human communication imsiered as interplay of 4
physiological and psychological groups of processeasation (physiological), per-
ception, cognition and articulation (psychologic&llg. 11 illustrates this simplified
view.

Human A

Internal

External

Articulation 4= Cognition 4= Perception 4==m Sensation :

External

Sensation ) Perception mmmp Cognition mmmp Articulation

In{ernal

Human B

Fig. 11.lllustration of the human communication processes

The human communication typically starts when satigulus sensory energy is
recorded by a human. This stimulus energy is thansformed to electrochemical
signals to a human’s brain. Thus, sensation ischHgiphysiological process, al-
though it also involves selection of sensations @ating decisions on which infor-
mation is worth percepting.

Then, perception is carried out. It is the psychimal process of organizing, ana-
lyzing and providing meaning to various sensatidhi reflection of our conscious-
ness and it is carried out in the contexts of etgimmns from the communication
process, experience, culture, etc.
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In the next phase, knowledge and comprehensioaiied on the basis of provided
meanings. This corresponds to the mental proceasfsesgnition. The processes of
cognition include reasoning, problem solving, inmaigy and maybe the most impor-
tant mental process — conceptualizing. In the m®oé conceptualizing, attributes or
features (can be general, defining or characteyisti provided meanings are com-
bined into concepts. In psychology, a concepttlsoaght or idea that represents a set
of related ideas, or attributes. In the processooiceptualization, a set of concepts is
combined into larger units. Concepts are combiméa propositions; when multiple
related propositions are clustered, a mental misdedlilt; finally, mental models are
combined into schemas. Schemas are basic unitadsrstanding that represent the
world.

4.2 Architecture of the semantically interoperable systms

Analogies of the human communication processes tlighsemantic interoperability
of EISs can be used to classify the technolog®sist models and other artefacts,
necessary for outlining the basic architecturestamantically interoperable systems.
This basic architecture outline is illustratedag. 12

Semint

Utility
X

Local
ontology
Domain
ontology

Fig. 12.Basic architecture of the semantically interopaalystem

Domain
ontology

Sensation processes of the human communicatioesgond to receiving raw infor-
mation which needs to be processed in the conségheases, so it can be percepted
and understood by the systems. Thus, sensatiomdkxjies and tools may be the
facilities for sensing the analogue signals: cotie@al telecommunication facilities,
such as phone or fax; cameras and microphonegreliff types of sensory equip-
ment; RFID interrogators (RFID) and GPS devices$Examples of the sensation
tools that can receive digital signals are: uségrfaces (Ul), software agents, web
services (WS), even database triggers. As it isvehanFig. 12, these signals can be
received by EISs or dedicated Semantic Applicat®emApp).

Once the information is acquired or received, ibéng percepted. This typically
means that the attempt to attach semantics to @chjdigital information is made.
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Thus, some operations, such as translation, dapging or ontology matching with
this information are performed. These operatiores @wsing existing knowledge to
make the acquired information explicit. This knodde is formalized by enterprise
architectures and models, goal models, dictionaaieb taxonomies, other reference
models, etc. In case where the signal is receiyelB, this process is carried out by
Semantic Interoperability Utility, which maintaitise correspondences between im-
plicit semantics of EIS (or its database) and lacdablogy. Otherwise, it is carried out
by the Semantic Application.

In the subsequent process of cognition, an attemphalyze and understood ac-
quired information (now, with the attached semam)tis made. This step may involve
activities such as trial-and-error, root-causempact-difficulty analysis. It also in-
volves storage of the percepted and analyzed irdthom The analysis outcomes are
typically related to answering the questions sughVihat is the impact of the re-
ceived information? What kind of response is ne@déthich messages should be
articulated and sent to which actors? This analsis@uld be carried out by Semint
Utility or SemApp, on the basis of the businesesulwhich are formalized in the
local ontology.

Finally, a decision is made about the appropriatslibacks to the received, proc-
essed and understood information. Each of thos#bfexks is articulated to a digital
message which is sent to the recipient. Three tgpdecisions are made in this case:
the decision on the content of the message (fomple manufacturing or procure-
ment order), its structure and its format (suciKit. message, SQL statement, etc.).
Again, feedback is articulated by Utility or SemApghich directly deliver the ap-
propriate response, through the web service interfa

4.3  Definition of semantic interoperability

In semantically interoperable systems, there ise®d for any kind of data structures
or meta-information which is typically used to ggsivalues so the receiving system
can understand the meaning of those values. Inste@tianged information is con-
sidered as a logical statement or a set of thedbgtatements which describe the
semantics of the message from one system to andifem OWL language is used,
these statements correspond to subject-predicé@getdhiples.

The differences between the “traditional” interagi®@lity and the semantic inter-
operability research also arise because of lackbsfract, formal descriptions of se-
mantic interoperation, independently of implemdotatdetails (Lee et al, 1996). In
research reported in this thesis, the formal dédinmi(Sowa, 2000) of semantic inter-
operability by John Sowais adopted. Also, it is represented in a formay s it can
be used to evaluate semantic interoperability of énterprise systems:

“A sender's system S is semantically operable witteceiver's system R if and
only if the following condition holds for any dagathat is transmitted from S to R:
For every statement q that is implied by p on y&em S, there is a statement ' on
the system R that: (1) is implied by p on the sysk and (2) is logically equivalent
to q. The receiver must at least be able to dexilagically equivalent implication for
every implication of the sender's system.”.

30 The IEEE Standard Upper Ontology web site. hitpdfieee.org
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This definition is represented in controlled natlaaguage, as asymmetric logical
function semantically-interoperable(S,R):

data(p)  /\ system(S) /\ system(R) /\ semantically-

interoperable(S,R) =

Vp(

(transmitted-from(p,S) /\ transmitted-to(p,R)) N

¥ g(statement-of(q,S) A p =q) Iq(statement-of(q’,R) N
|)o=>q' AQq <)

Here, systems S and R are represented by thelso-tadal ontologies.

In this work, the following assumption has been emaglhen two local ontologies
of two corresponding systems are mapped to the simain ontology, these sys-
tems will become semantically interoperable (&g 13). In other words, if there
exist two isolated EISs S and R and correspondingl lontologies @and G and if
there are mappings &4; and Myp;, established between the concepts gf @ and
domain ontology @, respectively, then there exist mappingsgMhich can be in-
ferred as logical functions of §4; and Mgp;.

Obviously, the assumption of semantic interopeitgbdepends on the accuracy
and completeness of the mappings. In the Semangb @hvironment, these map-
pings can evolve in interest-driven activities,ghincreasing the information fluidity
over the World Wide Web (Jiang et al, 2006).

Within the single enterprise, different systems riraplement different functions
of the enterprise. Thus, their conceptual modeterilee the enterprise in the specific
contexts (G-C)

——m—m e pdmemmmmmmmmm—en
c= . - S5
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Fig. 13.Semantic interoperability of systems.
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Local ontologies are considered as the models pfidgihenterprise knowledge. This

knowledge is made explicit and hence, machine-msatgle, when implicit terms of

the local ontologies are logically related to agpiate enterprise conceptualizations
(e.g. standard models), represented by domain agigsl. Furthermore, each of the
local ontologies may represent one of the contekihie enterprise. Hence, the iso-
lated systems become not only interoperable, Ina alore expressive, as they be-
come capable to exploit enterprise knowledge, sspreed by the different local on-

tologies. Expressivity can be improved further wiecal domain ontology is related

to another domain ontology in the same manner. dpggoach may be exploited for

the benefit of assertion of the enterprise knowdely using different conceptualiza-

tions, encoded in the different domain ontologies.

4.4  Local ontologies

While realities of the particular domain can benfatized by the domain ontologies,
their representations by the corresponding ElSeselipon the local ontologies —
wrappers for heterogeneous sources of individutdrprises’ information, business
logic and rules. The local ontologies formalize timplicit data from the heterogene-
ous sources in order to facilitate the semantieroferability of the systems which
store this data.

In order to cope with the implicitness of semanti€she enterprises’ realities, the
following assumptions are made (Zdravkovic et @il D) in this thesis for the purpose
of defining the source of this semantics, and cqueetly, building the local ontolo-
gies:

— enterprises’ realities are represented by the sparding EISs, and
— enterprises’ message models are based on ElISshuatals, represented implic-
itly in their databases.

Hence, the database-to-ontology method is emplayeatder to transform implicit
Entity-Relationship (ER) models to explicit OWL repentations, namely, local on-
tologies.

Then, these local ontologies can be mapped to anmomshared knowledge of the
enterprise collaboration environment, namely, difé domain ontologies, developed
for different contexts. Each of the contexts cquoegls to a domain ontology, whose
concepts are logically related to the conceptsheflocal ontologies. Thus, domain
ontology becomes a dictionary — a common knowleafgparticular enterprise per-
spective one can use to query the hidden, imiiwivledge stored in EISs, so single,
integrated access to the multiple contexts of #rdiqular enterprise concept becomes
possible.

The above assumptions about correlations betwexah dmtologies and ER models
are made for the purpose of making the processa#l lontology creation — auto-
matic. Otherwise, the precondition for this processild be a detailed analysis of the
involved EISs. Example of the work which followssttapproach can be found in
(Castano and De Antonellis, 1998). The authors l{amea the process descriptions
for the aspects related to information and opemasionilarity, to evaluate semantic
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correspondences between processes and identiftycéplication and overlapping,
as well as for the aspects related to interactamperation, to evaluate the degree of
coupling between processes and identify the tygkthe nature of exchanged infor-
mation flows”.

In the work carried out for this thesis, the ramajesemantic interoperability is
clearly set to EISs. The semantic interoperabditythe enterprises is considered as
more complex problem and is not addressed expliditit, to some extent can be
derived to the semantic interoperability of systems

The conceptualization of the enterprises’ informatystems is made also on basis
of the business logic, which is hidden in the actade, in most cases, and data
model, represented by the corresponding relatiola@éhbase structure. Obviously,
business logic which is encapsulated in the EI8’'n@main hidden — only underlying
data model is exposed by ontology. The exceptioasiatabase’s triggers, which can
be considered as business rules, if they are ngieimented only to enforce referen-
tial integrity of the database.

4.5 Semantics in Entity-Relationship schemas

Current research and practices of database interoitity are based on the earlier
efforts in schema integration. Schema integratygictlly occurs (Batini et al, 1986)
in the context of view integration (during databassign) or in database integration
(in distributed database management). The prodesshema integration implied the
development of a single integrated schema — a dédehema (Sheth and Larson,
1990), expressed by using a common data modethépurpose of integrating the
schemas of existing or proposed databases intalglobified one.

The mismatch between the schemas is caused bywc¢héhkt a single concept in
the universe of discourse is sometimes represéantdiferent ways, while there are
also cases where the single representation is iatsthdo the meaning of different
concepts. Typically, schema integration assumeisttiese conflicts are resolved in
the process of schema transformation. This prote$srmalized by McBrien and
Poulovassilis (1998). Its outcomes are equivalehemas, which may then partici-
pate in the database federation. While the infoonatapacity of the schemas was
considered as the basis for measuring their eqarical, Miller et al (1994) have
shown that the problem of inferring the informaticepacity equivalence and domi-
nance of schemas that occur in practice is undabldeand they have proposed more
restrictive notions of equivalence.

It is important to note that most of the approacteeschema integration did not
make an attempt to interpret or formalize the igipkemantics of the schemas. In-
stead, they used a notion of common data modelcfwtioes not necessarily reflect
an ontological commitment) to enable the federatibulatabases and thus, to make
those interoperable. With the development of threnfdisms for semantics represen-
tation, the new approaches to database interofieyadnie increasingly focused to
transformation of the implicit semantics of theatstse schemas to explicit concep-
tual models. Many researchers have worked on sademapping (Rahm and
Bernstein, 2001) (Doan and Halevy, 2005) or datgiration in ontology (Wache et
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al, 2001). William et al (1996) considered differgmoups of semantic relations be-
tween schema objects in order to find the corredjpgnsimilarities. Zhao and Ram
(2007) took into account the instance informatiothie process of integrating hetero-
geneous data sources.

In general, the existing approaches suffer of thpiplicability on existing large
data sets. Moreover, the most of these approacirsot be implemented in real
cases because of the large amount of manual imiowe Some of the examples of
the existing but practical work in database to gy mapping are presented below.

Existing database to ontology mapping approaches drtools

Review of the relevant literature reveals seveparaaches which address database to
ontology mapping. In this section, the main feaduné four distinctive frameworks,
made with different objectives, is presented. Alkmme gaps are identified, in terms
of the selected criteria.

In particular, the focus of this gap analysis isdma@n how the existing frame-
works resolve three specific groups of problematesl to database-to-ontology proc-
ess: 1) semantic interpretation of ER patterns, aiara level of database schema
conceptualization; 2) data population, namely argglconcepts instantiation; and 3)
use of the framework, namely translation of sencaiotidatabase queries. As the latter
two are mostly related to the technical challengfes,level of database schema con-
ceptualization is considered as the most importanthis section, also some remarks
on the existing approaches, regarding these groupoblems, are provided.

Work on DB20OWL mapping facility is a part of devploent of a general interop-
erability architecture (Ghawi and Cullot, 2007) tthises ontologies for explicit de-
scription of the semantics of information sourcasd web services to facilitate the
communication between the different components haf architecture. DB20OWL
(Cullot et al, 2007) looks for some particular casé database tables to determine
which ontology component has to be created fronchitatabase component. Ac-
cording to these cases, conversion process is rpgtb (table -> class, column->
property, constraint -> relation) where the setofrespondences between database
and ontology components is conserved, thus enatiimdranslation of ontological to
SQL queries and retrieval of corresponding entitié®wvever, it remains unclear how
this translation will be implemented.

More important, the semantics of existential caxists of the columns and cardi-
nality of relations is not taken into account. Tinajor feature of this approach, as
claimed by the authors, is that it aims at sepagadiata mapping from schema map-
ping. Any data manipulation with a database wilt affect the ontology. However,
the consistence of two corresponding data and ighgials’ sets will be maintained by
the queries which will populate the ontology wittstances at the moment of the se-
mantic query execution. This method is referreddoa query-driven population, in
contrast to a massive dump, which maintains thecturespondences between ontol-
ogy individuals and database table data. The lapgroach is taken by the Rela-
tional. OWL model.

Relational. OWL (De Laborda and Conrad, 2005) isaadidate for data and
schema representation format, relevant for datatzasatology mapping, developed

35



with a primary motivation to facilitate data anchema exchange in Peer-To-Peer
(P2P) database environment. It provides a meta-inadech describes the compo-
nents of the relational database. In contrast t@OW®/L, it does not attempt to inter-
pret the semantics of the ER patterns. In doescanteptualize the ER model but
only provides its replica. However, it can be uasdn intermediary in the process of
database to ontology mapping, instead of a documihtcorrespondences, used by
DB20OWL. In that sense, it can be considered asmptEmentary work. Unfortu-
nately, same like DB20OWL, it does not model muitipy of the foreign keys. Thus,
it is not possible to use it to assign source agstidation cardinality to OWL proper-
ties. Moreover, source multiplicity determines impot aspect of the semantics of
the underlying concept or database table. Nameherg/ source multiplicity of the
foreign key equals 1, the corresponding OWL retaball be necessary condition for
instantiation of the concept in its domain. Thisnportant semantic feature, because
it enables intensional conceptualization of thétgnt

Where DB20OWL and Relational. OWL are used to create ontologies from ex-
isting schemas, there are tools that takes diffeapproach by facilitating automatic,
semi-automatic or manual mapping between existimglogies and schemas. In this
thesis, the work of Konstantinou et al., and Xalds reported.

Vis-A-Vis tool (Konstantinou et al, 2006) uses fPtégeé libraries for graphically
representing ontology and a database model (MySQRaostgreSQL) and it facili-
tates manual establishment of the mappings betivexse. In this sense, its not rele-
vant to discuss on the level of ER schema concépdtian as it mainly depends on
the outcomes of the manual work. The Protégé plugHows queries to be asked to
the ontology and returns results from the databBssce, it takes a query-driven
approach to instance population. The key motivatibithis approach is to keep the
instances stored in a database while maintainitigkato the dataset, so ontologies
become smaller.

In contrast to Vis-A-Vis which only facilitates maa mapping, D20Mapper (Xu
et al, 2006) is a tool for automatic or semi-autbenareation of the mappings be-
tween database schema and existing ontology. Thik ¥& based on the authors’
experience in developing ER2WO (Xu et al, 2004) foo translating ER schema
into OWL ontology. The key motivation of the authawvas to develop a framework
which will facilitate the generation of ontologicahnotations for dynamic Web
pages, extracted from the database. D20Mapper Bugpgress the conceptual, in
specific element (haming matching) and structupaédefined heuristic rules) corre-
spondences between the schema and ontology. Althibigynot explicitly mentioned
in the reported work, the purpose of the approagtlies that query-driven approach
to data population is taken.

5 Formalisms for enterprise modelling
One of the key challenges of the semantic intewrpbty problem is how to discover

and make explicit — the implicit information abadbte enterprise, or its information
system. The research and provided assumptionseoretaitionships between the ac-
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tual knowledge about the enterprise and the stre@nd content of its systems’ data-
bases, presented in Secti@gnd and4.5 of this Chapter, define the directions for tack
ling this challenge.

However, for two local ontologies to become inten@ble, it is needed to establish
the logical mappings between their typically imjtliconcepts and common domain
knowledge. The sources of this domain knowledgestsardard enterprise architec-
tures and models. In this sense, both are consideydormalisms, the common sets
of concepts and relationships which can be usadoiel an enterprise.

In this context, standard enterprise architectypresvide at least two benefits for
the semantic interoperability of systems. Firsgythin a lesser formal way, describe
an enterprise and thus, provide the dictionariesd&veloping their more formal de-
scriptions - the domain ontologies, which can bedufor interpretation of the con-
cepts of the local ontologies. Second, they aligranizational and ICT perspectives
of the enterprise, and hence, they may even daterthie outline of the enterprise
systems’ architecture. The latter argument impttest, in some cases, conceptual
models used to develop ER schemas of the EISs tmapme extent, correspond to
the enterprise architectures and hence, make mataifithe local and domain on-
tologies easier.

5.1 Definitions of the Enterprise Architecture

ISO 15704" defines architecture as a description of the basi@ngement and con-
nectivity of the parts of a system (either a phgisar a conceptual object or entity).
The architecture may be used to guide the impleatient of the system, its design
and evolution over time. It may also be used to moimcate about the system among
all of its stakeholders.

Enterprise Architecture (EA) should be organizea iway that supports reasoning
about the structure, properties and behaviour efsifstem (Chen et al, 2008). It de-
fines the components that make up the overall systed provides a blueprint from
which the system can be developed. It providessewiof the future system. EA is
seen as a complementary architecture to softwant@tacture, to document system-
wide organizational and business context in whaftware operates.

EA should not be mixed with Enterprise Modelling(E EM describes the EA
from various viewpoints in detail to allow spec#ton and implementation of the
systems. In other words, while enterprise architectiescribes the significant charac-
teristics or features of a system, the enterpriselais specify in detail the system
itself.

According to ISO 15704, there are two types of aectures. While system archi-
tectures (Type 1) deal with the high level desi§a system, Type 2 architectures are
actually frameworks which are used to structurecepts and activities necessary to
design and build that system.

31 1SO 15704, Industrial Automation Systems - Requéets for Enterprise-reference Archi-
tectures and Methodologies, 2000
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5.2 Enterprise architectures and frameworks

Enterprise architectures emerged in 1980’s. Amdrasd earlier efforts, the most
known are Computer Integrated Manufacturing Openstey Architecture
(CIMOSA) (AMICE, 1993), that established the notiof enterprise architecture;
ARIS (Scheer, 1994) and Zachman Framework (Zachh@86). All these frame-
works are of Type 2.

Both CIMOSA and ARIS are process oriented approagitech aim at integrating
enterprise and system functions by modelling anditadng the flow of activities.

Zachman framework structures various enterpriseattiog and engineering con-
cepts according to the perspectives of variousesialklers involved in the enterprise
engineering. The multiple perspectives are intredulbecause different stakeholders
use different levels of abstraction to describeeaterprise and consider different
deliverables. Among the most significant work ortegprise architecture in US, the
most known are TOGAE, developed by Open Group and DoDAFDepartment of
Defense Architecture Framework).

Although these early architectures are considesedomplementary, they are de-
veloped in independent efforts and in most caseglifferent purposes. Hence, some
amount of redundancies existed and consequentiged for harmonization became
evident. In response to this, IFAC/IFIP Task Fooceenterprise integration devel-
oped Generalized Enterprise-Reference Architecamd Methodology (GERAM,
1999). GERAM defines basic concepts to be usediargrise engineering and inte-
gration. It harmonizes contributions from CIMOSARSI Integrated Methodology
(Chen and Doumeingts, 1996) (GRAI/GIM) and Purdu¢eEprise-Reference Archi-
tecture (Williams, 1994) (PERA).

Also, Bernus et al (2003) analyzed other framewoskeh as Zachman and Do-
DAF in context of GERAM, to facilitate better und&anding of the similarities and
differences of those and others.

Enterprise architectures developed in the pastanéextual, in the sense that they
reflect the background and purpose of their devarmpCIMOSA for computer inte-
grated manufacturing, GRAI for production managetmB&RA for system engineer-
ing, Zachman for information systems and DoDAF ralitary operations manage-
ment. GERAM is considered as the best candidateraference architecture to which
the concepts of these architectures can be mappatljzed and compared (Chen et
al, 2008).

The main results of the work of standardizationibsdrelevant for enterprise ar-
chitectures and modelling are 1ISO 15¥04 Requirements for Enterprise Reference
Architecture and Methodologies, and EN/ISO 19439 Enterprise Integration —
Framework for Enterprise Modelling, where the laite considered as implementa-
tion of requirements, defined in former.

32 Open Group, http://www.opengroup.org/togaf/

% The DoDAF Architecture Framework Version 2.02phittdodcio.defense.gov/dodaf20.aspx

34 1S0O 15704, Industrial Automation Systems - Requéets for Enterprise-reference Archi-
tectures and Methodologies, 2000

35 EN/ISO 19439, Enterprise Integration—Framework Emterprise Modelling, 2003
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|IEEE 147%° standard is concerned with “Recommended Praaticérichitectural
Description of Software-Intensive Systems-Desauigti It addresses the activities of
creation, analysis and evolution of architecturésajtware-intensive systems, and
description of such architectures. Although therapph is developed for software
engineering, its concepts are also relevant fogrenise architecture. For the purpose
of architectural descriptions, a conceptual framwie established (displayed fig.
14).
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Fig. 14.IEEE 1471 Conceptual framework

Some remarks on the individual concepts of thimé&aork are provided below.

— System. The System could be an application, a St#rsy a service, a product line,
system of systems or an enterprise. The systembmagan-made or natural. The
premise of the standard is that it provides guidaioc documenting the system's
architecture, independently of the specific deifimtof system.

— Mission. Most systems exist to fulfil one or moréssions, or functions or objec-
tives. The architecture should help the system iitgatissions.

3% |EEE 1471, Recommended Practice for Architecturabdbiption of Software-Intensive
Systems, 2000
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— Environment. A system exists within its environmehte system acts upon that
environment and vice versa. A system's environrdetgrmines the range of influ-
ences made by the system and on the system.

— Architecture. Every system has architecture. Irt,facsystem could have many
architectures. In IEEE 1471, architecture is com®d as a conception of a system.

— Architectural Description. An architectural destiop (AD) is a collection of arti-
facts or work products used to describe architectihose descriptions are the
primary subject of the standard. Any architectusgy/rne described by one or more
description. In the standard, an AD describes éxacte architecture for a system
of interest. An AD, per the standard, is made upasfous contents: identification
of stakeholders, architectural concerns, architattwiewpoints, architectural
views and architectural models.

— Stakeholder. A stakeholder is any person, orgapizailr group with an interest in
the system. Examples of stakeholders are: archilesigner, client, user, main-
tainer, auditor, and certification authority. Withihe standard, a stakeholder has
one or more (architectural) concerns pertainintnésystem of interest.

— (Architectural) Concern. A concern is any intefieshe system. A concern may be
held by one or more stakeholders. Just as an acthitl description is a specific
representation of architecture, the identificatimna system's stakeholders and
concerns is a specific representation of its emvitent in terms of its influences.

— (Architectural) Viewpoint. A viewpoint is a set @bnventions for constructing,
interpreting and analyzing a view in terms of vieiy languages and notations,
modelling methods and analytic techniques to bel tseddress a set of concerns
held by stakeholders. A viewpoint covers one oraraamcerns and stakeholders.

— (Architectural) View. A view is a representation tfe whole system from the
perspective of a related set of concerns. A viemfauns to exactly one viewpoint.

— (Architectural) Model. A view is comprised of onemore models. Each model is
constructed in accordance with conventions estaduidy the viewpoint. A model
may be a part of one or more views. Models are igeal/for sharing details be-
tween views and for the use of multiple viewpoanduages within a view.

— Library Viewpoint. A library viewpoint is one thas predefined (reusable) and
does not need to be spelled out within an AD inchii is used.

— (Architectural) Rationale. Rationale captures tbasons why certain architectural
choices have been made (such as viewpoints selutede and architectural de-
cisions).

There was no collaboration between 1ISO and IEEEhdutevelopment of the above
standards, so it's necessary to establish mapgiegseen them so to achieve the
interoperability between models and systems whietuaing those standards.

5.3 Enterprise ontologies

Although there are many enterprise modelling frame used in an industry, this is
not the case with enterprise ontologies. In thésith three existing enterprise ontolo-
gies are presented. They are developed on difféaeals of expressivity.
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TOVE (TOronto Virtual Enterprise) ontology (Fox &t 1996) applied a formal
approach to enterprise modelling, representingvities, states and time (top-level
ontology), organization, resources, products, cast$ activity-based cost manage-
ment. The primary focus of the TOVE enterprise nidde been in linking the struc-
ture and behaviour through the concept of empowetrmehe right of an organiza-
tion agent to perform status changing actions. TQW#s at providing sophisticated
support to decision making by enabling the infeegnmot only on basis of what is
explicitly stated in the model, but also on thei®as$ what is implied by the model. It
introduces the notion of an ontology competence eoesponding competency
guestions — the ontology benchmarks, in the sdresetite ontology is necessary and
sufficient to represent the tasks specified bydbmpetency questions and their solu-
tion. Thus, TOVE organizational ontology defineseth sets of competency ques-
tions: 1) Structure; 2) Behaviour; and 3) Authgrigmpowerment and commitment
competency.

The Enterprise Ontology (Uschold et al, 1998) iesult of the work in develop-
ment of a method and a computer tool set for eriserpnodelling, based on a formal
models. It aims at ensuring that all parties, imedlin the enterprise have a shared
understanding of the relevant aspects. Its role iact as a communication medium
(primarily, but not exclusively — between humargcondly, it is intended to assist
acquisition, representation and manipulation okegiise knowledge. Thirdly, it is
intended to enable the interoperability, by usimg entology as an interchange format
for terms related to business enterprise. The roaiaria for selection of the terms
were common usage (consensus on the meaning) amd gvambiguity. The build-
ing blocks on the Enterprise Ontology are notioharoEntity, a Relationship, a State
of Affairs and a Role. These are the primitived tir@ used for expressing the defini-
tions in ontology and they are referred to as cpteef “meta-ontology”. They are
specialized to the concepts of 4 sections: 1) Agtilan, Capability and Resource;
2) Organization; 3) Strategy; and 4) Marketing.

IDEON™ ontology (Madni et al, 2001) is one of the cantiidantologies for mod-
elling collaborative distributed enterprises. Itpays four complementary perspec-
tives to capture the key concepts and relationsbifhe enterprise. First, the enter-
prise context view represents the interaction betwan enterprise and its external
environment (partners, customers, competitors).elc.introduced the concept of
“sensors”, employed for observing the environmemabling the enterprise to act
upon the assessment of the observation, with atgaathieve a specific effect to its
environment. Second, the enterprise organizativieaV captures its inner structure,
assigns goals, and selects strategies for theiewamment and acts upon them, by
employing relevant processes. Third, the process vépresents planning-execution-
control cycle. Fourth, the resource view elaborateghe various types of resources
that might be needed to execute a process.

Table 1 show the comparative overview of the above eniggpconceptualiza-
tions, which illustrates used development approagparpose, modularization deci-
sions) and implementation features (expressivityations, applications).
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The Enterprise
Ontology

TOVE

IDEON ™

Purpose (motivation)

Enterprise model-
ling

Enterprise model-
ling

Collaborative enter-
prise modelling

Domains (modulariza-
tion approach)

1) Activity, plan,

resource, 2) Organi

zation, 3) Strategy,
4) Marketing

1) Structure, 2)
Behaviour, 3) Au-
thority, empower-
ment and commit-
ment

1) Interaction, 2)
Organization, 3)
Process, 4) Resource

Expressiveness Low High Low

Existing (known) Ontolingua OowL Unified Modeling

notations (Web Ontology language (UML),
Language) Knowledge Inter-

change Format (KIF)

Known applications

The Enterprise
Toolset (Business
Process models,
Agent-based archi-
tecture for integra-

Integrated Supply
Chain Management
Process integration
in Enterprise Engi-
neering

Process-centric crisis
action planning and
execution, Integrated
Product-Process
Development (IPPD)

tion)

Table 1.Overview of the enterprise ontologies

Although these ontologies had some impact to eriserpnodelling scientific com-
munity and some briefly reported applications, ¢hare no strong evidences of their
industry acceptance with their intended purposeilé\dbvious lack of practical im-
plications can be justified by the technology-retaimplementation difficulties, it is a
fact that many of the existing efforts in develomtnef the common enterprise model
are based on an inspirational approach to enterpnizdelling, implemented by the
groups of experts, not by community (Grubic and,R201.0). Moreover, enterprise
ontologies are usually created from scratch. Assallt, the development and, espe-
cially validation processes take a very long timecomplete (Yan, 2007), due to a
typically large amount of work needed for analyarsd synthesis of the domain
knowledge, as well as achievement of the consemsuieveloped conceptualizations
within the relevant community.

6 Inter-organizational networks and Collaborative Neworked
Organizations

Today’s globalization of the marketplace and tedbgical innovations are driving

increased trend of diversification of market demartte market dynamics is putting a
lot of pressure at long-term planning activitiesd antroduces demand for flexible
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production environments, capable to quickly and petitively respond to the oppor-
tunities.

Recently, it became obvious that single enterpgrésenot meet these challenges in-
dependently. For gaining the competitive marketaatlvges, Supply Chain Manage-
ment (SCM) approach to business is widely recoghi&gnificant number of new
production and collaboration concepts has beervetérirom SCM paradigm. Joint
coordination of previously isolated individual fuioms of an enterprise has been one
of the major challenges in exploration of opportigsi for improvement of supply
chain productivity, particularly since current vievsupply chains shifted from linear
chains of supplier’'s supplier to customer's custoimné complex networks which
entail groups of companies with varying degreesntdgration. In order to address
this challenge, a concept of Extended Enterprise baen proposed, defined as func-
tion of closer coordination in the design, develepin costing (Childe, 1998) and the
coordination of the respective manufacturing schleslof cooperating independent
manufacturing enterprises and related suppliegd@aand Thoben, 2001).

It is expected that Supply Chain Management prestiwould need to evolve in
order to enable efficient collaboration of loosebupled, diverse businesses, net-
working their core competences towards fulfilmehstoorter term objectives.

Miles and Snow (1984) introduced concept of extegnaups, which they called
“dynamic networks” — combinations of independensibass processes with each
contributing what it does best to the network. Ttismicept gained attention of the
practitioners and academia and led to a discudsiattarification of a new term -
Virtual Enterprise. The main challenge of a Virtlaiterprise formation is to estab-
lish optimal balance of dynamic, competent and catibfe set of temporary relation-
ships, rather than simply enable collaboration lojsical or legal entities. Virtual
enterprises are derived from the underlying intgyaaizational network — kind of
relatively long-term cooperation, in contrast tmpmral forms of collaboration it sets
up. Network is responsible for preparation, setogd Afecycle management of the
Virtual Enterprise.

6.1 Supply Chain Management

Supply chain is a complex, dynamic networked emwitent which consists of a
number of different actors, assets, goals, comp@&snfunctions and roles. The inter-
est in creating a new discipline of Supply Chainnlsigement was developed in the
early ‘60s with the initial motivation to investigathe increase in demand fluctuation
(known as “bullwhip effect”) which occurred in depevels of the manufacturing
supply tree (Forrester, 1961). With the developnwdrrocessing power in the '90s,
it became possible to quantify and manage thiseffe

However, despite the technology development, iteapp that SCM paradigm is
adopted unexpectedly slow. Some of the main reamandack of feasible technology
support; inconsistency of supply chain and indialdenterprises’ business strategy;
and difficulties in change management, from inteemal external perspective. These
issues are related to the three pillars of SCMedadbjes, IT systems and business
functions.
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Any inter-organizational collaborative form is cheterized by a singular objec-
tive, expressing the common interest of involvedies to collaborate. Where supply
chain has a singular objective, its actors areviddally characterized by different
objectives, not necessarily compatible with thepmyative ones. This misalignment
may have a negative impact on the capability ofmterprise to act upon its business
strategy, when the enterprise is involved in mbentone supply chain.

Advances in ICT have great impact on social, ecoa@nd technical aspects of
doing business. However, rapid progress also et increasing complexity and
heterogeneity of systems, having a negative effaatealization of one of the funda-
mental requirements for ICT applications - entesiintegration capability and inter-
operability (Panetto and Molina, 2008).

Besides different integration challenges imposedbsr-organizational collabora-
tion requirements, the lack of internal, horizontaégration still remains the issue in
many enterprises. Weaknesses of isolated businessidns become critical when
enterprise-wide information systems, such as ER¥ReRy, are implemented. This is
evident from the proportion of change managemetakgpin ERP implementation, in
overall, sometimes as high as 70% (Motwani et @052. Using standard processes
included in an ERP is considered as valuable impigation tool. These processes
are often seen as “best practices” - collectivganized and empirically validated
knowledge, enabling increase in company performaaiee providing a powerful tool
for change management (Grabot, 2008).

Many researches are trying to show that the effectblution for all three classes
of SCM problems is related to the use of knowledgsed technologies. Cross-
functional, horizontal enterprise integration ofteglies on the existing body-of-
knowledge, commonly represented by standards aederese models. Mainstream
research of interoperability of applications focusm federation, where mapping is
done at the semantic level, with the use of inte$areference models or ontologies.
Finally, the coherence between local and globatahjes is enabled by ensuring the
consistency of system-wide decision making, a cpneéenterprise integration in the
frame of enterprise modelling (Vernadat, 2002). Hue reasons above, SCM re-
searchers today are shifting towards the explaratibsemantic web technologies,
based on the use of ontologies.

Industry practice shows that manufacturing suppigies are still primarily fo-
cused on a cost reduction as a key aspect of coliibn. The fact that supplier rela-
tionship management contributes largely to the al/eosts of the supply chains’
final products has great impact to their configratrelated decisions. For example,
manufacturers tend to reduce the number of sugplMoreover, relationships are
dyadic — rarely expanded to include vendors’ vesdand customers’ customers.
Also, high level of integration is required in orde reduce costs — manufacturers
tend to view their suppliers as extensions of thedves.

Traditional approaches to supply chains’ configoraimay have negative impact
to their performance. First, high-speed, low-cagty chains are often unable to
respond efficiently to unexpected structural chanige(customized) demand or sup-
ply. Second, high level of integration reducesifidity of small and medium enter-
prises, main constituents of the lower levels gbpdy chains, because it assumes
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fixed agreements on the message formats, interfaeg®ther kinds of technological
commitments which implementation is costly and tenesuming. Third, investments
in technical framework for enterprise integratiavhich could maximize the effi-

ciency and productivity, cannot be returned in arskerm. Moreover, it is evident
that starting collaboration in such traditionaltisgjs is reactive and not proactive
decision. Namely, relationship establishment oreltgyment is motivated by the
internal, rather than external factors: complexitd volume of supply relationships,
potential for cost reduction (Lamber and Kneme280Q4), high frequency of transac-
tions between parties (Jespersen and Larse, 2688)ee of asset specificity (Wil-
liamson, 1985), etc.

6.2  Approaches to inter-organizational networking

Traditional ways of organizing enterprises in stadlipply chains, based on long-term
partnerships will no longer be sufficient in todaglobal environment (Hamel, 1999).
Today, physical boundaries of collaboration areagxied and more open than ever,
due to improved visibility of market and acceséipibf information relevant for es-
tablishment of cooperation. This situation is driyithe market towards the vision of
global business networking, where enterprise nédésvarould take over the dominant
role on the market from individual corporations.spite the consolidation trend of
business acquisitions on the market, it is arghatinetwork of collaborating compa-
nies is much more agile than single integrated @nyp(Katzy and Dissel, 2001).
Main expectation from the virtual organizationgasbehave in agile manner towards
market opportunities (Goldman et al, 1995). Thémaloses necessity for flexible and
agile behaviour of involved partners. Thus, SMEtaeds identified as the most
promising for networking. It is expected that fugugnterprise networks would pro-
vide umbrella framework for SME’s and perform imguetition with other networks,
according to development roadmaps and strategatagae, provided by few remain-
ing global corporations — mainly distribution netk® (Katzy et al, 2004).

Overall capability of the network depends on obyectind realistic performance,
as well as potential to generate a new value iollaloration process. For this reason,
capability of each partner in a network must becdbed explicitly in a measurable
manner, usually by quantification of their capagibtential. Traditional view to en-
terprise capability, based on its resource-baspresentation is too implicit for this
purpose. Namely, sole availability of particularahime or a tool is not sufficient to
clearly determine potential value it could bringarcollaborative effort. In this case,
partner selection depends on great deal of othetorfg like unit and caution cost,
completion probability and past performance (Stalg2006), as well as the others.

Key driving forces for establishment of inter-orgaational networks are advances
in overall development of information and commutiaa technologies, and growing
trends of specialization and outsourcing.

Complexity of the scope of inter-organizationalvmatks as well as collaboration
issues cannot be managed without application ofiackd ICT technologies. Their
primary goal is to provide infrastructure and oVWeeavironment for development of
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virtual cooperative platform for coordination ofl@eant actors within the network
(Felix and Chan, 2005). Main objectives of virtaabperative platform are to:

— Enable semi-automated or automated selection ofpetances relevant to meet
customer requests, based on transparent, realistical and measurable image of
individual capabilities;

— Expose and distribute individual partners’ busineswices throughout collabora-
tion space;

— Coordinate collaborative performance of individymrtners’ business services
within inter-organizational processes.

Another driver for the inter-organizational netwioik is increased relevance of spe-
cialization, both vertical and horizontal. It brgwthe expertise in better coverage of
particular market segment, and enables entergrisgdel in this segment. Also, trend
of specialization influenced market differentiatiand appearance of new business
segments, especially in horizontal direction. Ohthe examples is growing practice
of specializing managerial capability, where mamaget is becoming a service, in-
stead of a position (Katzy et al, 2004).

Relationship of trends of specialization and irgeganizational networking is two-
way. Where performance of networks benefits froghhi specialized partners who
provide the top expertise in handling market opjaty, individual partners’ in-
volvement in networking can serve as transitionags to help them to become
leaner, more innovative and responsive.

Direct source of specialization trend is anotheem@menon, appearing in the
eighties at global market — outsourcing, definedl@ggation of non-core operation
from internal production to an external entity, dp#zing in that operation. Zeffane
(1995) argues that outsourcing is fundamental aegurfor inter-organizational net-
working. In manufacturing, the most frequently @uted function today is logistics,
involving transport, purchasing, inventory contympduction planning, warehousing,
forwarding and customs brokerage (Berry, 1994).

Success of inter-organizational networks greatlgeshels on imposition of equal
opportunities for all of its partners, whether ttagg participating on system or human
collaboration level. With growth of general interés knowledge management tech-
nologies and appearance of semantic web paradigmg efforts in exploring human-
oriented collaboration services are involved (Led &im, 2007). This is important
for networks where diverse levels of members ITurigt is present. For the demon-
stration of equal opportunities and resolution ogible priority conflicts, transpar-
ency of partner’'s competences information is cilutisa scope must be managed on a
voluntary basis - companies involved in a networkstrbe enabled to gain full con-
trol over their sensitive data manipulation andriistion through precisely defined,
secured and controlled channels.

Interaction maturity levels
In attempt to clarify various concepts involved what is considered as inter-
organizational networking, Camarinha-Matos and Afsmnesh (2006) proposed the
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working definitions of the concepts of networkirgordinated networking, coopera-
tion and collaboration.

Networking involves basic communication and infotima exchange for mutual
benefit. A simple example of networking is the cashich a group of entities share
information about their experience on the use specific tool. They can all benefit
from the information made available/shared, butglie not necessarily any common
goal and hence, there is no value generation. ditiad to communication and infor-
mation exchange, coordinated networking involvégnatg/altering activities so that
mutual benefits are achieved more efficiently.

Cooperation involves not only communication, infation exchange, and adjust-
ments of activities, but also resources sharingafidrieving compatible goals. Coop-
eration is achieved by division of some labour aghparticipants. In this case the
aggregated value is the result of the additionndividual “components” of value
generated by the various participants. A traditiosigpply chain based on client-
supplier relationships and pre-defined roles in ¥a&ie chain, is an example of a
cooperative process. Each participant performpats of the job, although it coordi-
nates with others. There exists however, a comntam, pvhich in most cases is not
defined jointly but rather designed by a singldétgnand that requires some low-level
of co-working, at least at the points in time wlogre partner’s results are delivered to
the next partner.

Collaboration is a more demanding process in whitities share information, re-
sources and responsibilities to jointly plan, inmpént, and evaluate a program of
activities to achieve a common goal and therefoirtly generating value. It implies
sharing risks, resources, responsibilities, lossed rewards. Here, the individual
contributions to the value creation are much madlffecdlt to determine. The example
of the collaboration process is concurrent engingewhen a team of experts jointly
develop a new product.

The concepts of networking, cooperation and coliatian are used to evaluate the
maturity of interaction of two enterprises and esponding levels of their integration
(Camarinha-Matos and Afsarmanesh, 2008) [$gel5).
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6.3  Virtual Organizations and Virtual Breeding Environm ents

In a response to the issues of static and intedjratehitecture of the supply chain,
and as a result of the research of new approaohaget-organizational networking, a
notion of Virtual Enterprise has been introduced andely discussed in academic
community.

Virtual enterprise (organization) is a temporarywark of independent enterprises
(organizations), who join together quickly to expl@ast-changing opportunities and
then dissolve (Browne and Zhang, 1999). It candsméd as an autonomous market
entity with owned product or even within the exigtisupplier network, as so-called
instant virtual enterprise (Grefen et al, 2009)sltharacterized by a short-living ap-
pearance of a supply chain, capable to producevlidwme of high variety of prod-
ucts, by drawing from the loosely-coupled, hetermgris environment of available
competences, capabilities and resources. This@mient is sometimes referred to as
Virtual Breeding Environment (Sanchet al, 2005) or Organization (Panetto and
Molina, 2008), defined as a pool of organizationd alated supporting institutions
that have both the potential and the will to coapewith each other through the es-
tablishment of a “base” long-term cooperation agreet and interoperable infrastruc-
ture.

Paradigms of Virtual Enterprises and their breedingironment are based on the
capability of an enterprise to configure or recguafe quickly, according to the cir-
cumstances of the market, often not known in advameeven in the moment of con-
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figuration. Hence, efficiency and effectivenesgto$ joint endeavour depends on the
interoperability of enterprises, rather than theiegration, because the latter implies
the number of technical and organizational predamth, which are not possible or
feasible to achieve in a short term.

The core concept of Virtual Enterprise has beerres$g®d by numerous authors,
providing different approaches. Virtual enterpriss® customer-oriented, focused
primarily to single opportunity, in contrast to gy chains which are being built on
basis of a market share. They can be formed t@perbne-of-a-kind production or
service task (Sari et al, 2006) or even to delafezr sales services for a product line
(Hamel, 1999). Although Virtual Enterprise is desd to create a value of a business
opportunity, it is argued (Katzy and Dissel, 200that the value of a Virtual Enter-
prise is also created within itself, as internalgasses and services are adapted to the
requirements of short-term business opportunityndde one of the impacts of enter-
prises’ competences restructuring is also stinotatf organizational flexibility,
resulting with improved performance in future odoms (Katzy and Dissel, 2001).

Approach to a legal form of organization of thewmtk, as well as derived Virtual
Enterprises, is currently not unified, and it isedily related to a level and the scope
of coordination. In some circumstances, only sthaidquarters staffs is required, to
deal with administrative details. It is also argy&atzy et al, 2004) that the role of
business brokers or business architects, in chafrgeder acquisition, network mar-
keting and internal assembly, must be foreseen.ag@ment of the networks will
become the responsibility of independent businessices brokering companies,
fully committed and dedicated to improvement ofwaak’s performance.

Classification of the collaborative organizations
Given the large diversity of types of collaborativetworks in different application
domains, often using different terminologies, itigportant to provide the definitions
or descriptions of the used terms. Camarihna-Mataa (2009) provided taxonomy
of different collaborative organizational forms athefinitions (seé-ig. 16).

The definitions of following main categories argegi:

— Category 1: A collaborative network (CN) is a netkveonsisting of a variety of
entities (e.g. organizations and people) thatangely autonomous, geographically
distributed, and heterogeneous in terms of the@ragng environment, culture, so-
cial capital and goals, but that collaborate tddvedchieve common or compatible
goals, thus jointly generating value, and whoserattions are supported by com-
puter network.

— Category 2: Supply chain is a stable long-term pektvef enterprises each having
clear roles in the manufacturing value chain, cioveall steps from initial product
design and the procurement of raw materials, tHiqugduction, shipping, distri-
bution, and warehousing until a finished productiéivered to a customer. The
level of stability of these organizations is beiclgallenged, leading to dynamic
supply chains where, for instance, the participaatschange more often.
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Fig. 16. Taxonomy of collaborative organizational forms

— Category 4: Virtual enterprise (VE) representsraperary alliance of enterprises
that come together to share skills or core comp#&srand resources in order to
better respond to business opportunities, and whoseeration is supported by
computer networks.

— Category 5: Virtual Organization (VO) representsamcept similar to a Virtual
Enterprise, comprising a set of (legally) indeperiderganizations that share re-
sources and skills to achieve its mission/goal,that is not limited to an alliance
of for profit enterprises. A Virtual Enterprisetiserefore, a particular case of vir-
tual organization.

— Category 5.1: Dynamic Virtual Organization typigatefers to a VO that is estab-
lished in a short time to respond to a competitiv@rket opportunity, and has a
short life cycle, dissolving when the short-termmgmse of the VO is accomplished.

— Category 6: Extended Enterprise (EE) representmaept typically applied to an
organization in which a dominant enterprise “ext&rits boundaries to all or some
of its suppliers. An extended enterprise can ba asea particular case of a Virtual
Enterprise.

— Category 7: Virtual team (VT) is similar to a VEthfermed by humans, not or-
ganizations. A virtual team is a temporary grouppodfessionals that work to-
gether towards a common goal such as realizinghauttancy job, a joint project,
etc., and that use computer networks as their méénaction environment.

— Category 8: VO Breeding environment (VBE) represeat association of organi-
zations and their related supporting instituticaghering to a base long-term coop-
eration agreement, and adoption of common operatingiples and infrastruc-
tures, with the main goal of increasing their pregaess towards rapid configura-
tion of temporary alliances for collaboration intguatial virtual organizations.
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— Category 11: Professional virtual community is agderm alliance of professional
individuals that provides an environment to faatkt the agile and fluid formation
of virtual teams (VTs), similar to what VBE aimspmvide for the VOs.

Virtual organizations architectures and frameworks

For enterprise network design and implementatiarsiess process modelling is
considered as a fundamental starting point (Varakghenand Loos, 2007), with
business processes as ideal design items. Cooepaticess design and management
has been dominated subject of research in aredrtfal/ Enterprise networking for
some time, with different approaches.

Virtual Enterprise Chain Collaboration Framework’ECCF (Choi et al, 2006) is
developed on the premise that seamless integratiometwork partners’ business
processes is indispensable for implementation wiraual Enterprise. Therefore, it
proposes solution for incompatibility related prak, based on combining elements
from existing frameworks and models. VECCF aimsl@telopment of value chains
within the inter-organizational network by usinderence models, provision of inde-
pendent operational domain for each of the chaind,finally — means for communi-
cation between them. It provides new enterprisditacture framework combined
from two existing reference models (DoDAF, FEAFY dusiness process methodol-
ogy, where SCOR (Supply Chain Operations Referemmael is used, restructured
with concept of components. Basic idea of VECCRoisolve the inconsistency of
enterprise-owned individual, context-dependentmgs processes by mapping them
semantically to predefined, context-independenisable process templates. They
encompass and coordinate self-contained businessgses or services with pre-
determined functionality, exposed through particufderface and implemented by
specific technology or a standard.

In their work, related to development of Synchratin Point Model (SPM),
Perrin et al (2003) explore specific features afperative processes, where partners
from different enterprises realize atomic and cositpoactivities. They argue that
dynamic business process definition and changecrargal for Virtual Enterprises.
Main argument for this is uncertainty of the buss@rocess structure, due to impos-
sibility to predict and anticipate human collabaratactivities and intermediate re-
sults exchange necessity, imposed by strong inpertiency of partners’ parallel
work. SPM foresees exposition of internal busirnasxesses to networked environ-
ment through public abstract definitions of thecmmes enterprise is able to deliver.
Usage of so-called process services clearly segsathe enterprise public capability
from its implementation in order to respect thesacy needs and protect intellectual
property. Cooperative process is, then, realizedutjh orchestration of process ser-
vices, where interactions between each of two orentmoperative process services
are coordinated by the Synchronization Point (S#P).is generic inter-organizational
activity which provides facilities for coordinatiasf two process services. It imple-
ments project management functions like managifayimation flows, verification of
outcomes, re-planning (dynamic process changes)|aeation of resources, etc.

While VECCF and SPM focus on the business proced4eM — Virtual Enter-
prise Methodology (Sari et al, 2006) takes a d#férapproach in providing a set of
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guidelines outlining the activities enterprise ddoconsider in relation to managing
lifecycle of the Virtual Enterprise. VEM foreseedatively straightforward collabora-
tion scenarios, but focuses on partner selectioaXdaynining application of Analytic
Hierarchy Process (AHP) and Program Evaluation &eviechnique (PERT). AHP
is method, developed in early 1970’s, for structgrcomplex, multi-attribute, multi-
person and multi-period problem hierarchically. HER review technique mainly
used to schedule the projects and to cover unogrtaif activity times estimates.
Also, VEM adopts multilayer neural network appro&@hperformance assessment of
partners for particular tasks.

While above approaches aim at resolution of soneifip technical problems
(process integration and partner selection), walkted to development of Value
System Designer framework (Katzy and Dissel, 20&phasizes significance of
sociological aspects of networking for overall beganizational network perform-
ance. It identifies a cooperative culture of pardres critical success factor for effec-
tive access to individual partners’ competences iandeneral, formation and per-
formance of Virtual Enterprises. The framework igligect result of converting the
sociological research findings into method and swje tools specification. It en-
compasses three technical components: integratédotobusiness network and inter-
organizational processes modelling, performancesassent tool and infrastructure
for setup of project-specific IT support.

ARCON (A Reference model for Collaborative Network$

A large body of theoretical and empiric knowledggated to inter-organizational
networking is already available. There is an urgergd to consolidate this knowledge
and build the foundations for a more sustainableeld@ment of this area. The objec-
tive of the ECOLEAD FP6 project was to establigir@posal of the reference model
for Collaborative Networked Organizations (CNO) f@ainha-Matos and Afsar-
manes, 2008) — a common basis for understandinggpidining the different mani-
festations of this new paradigm. This reference ehadcalled ARCON (A Reference
model for COllaborative Networks).

ARCON (seeFig. 17) takes a holistic approach by combining and atignihe
technology and business perspectives, but alsadiyding the other aspects, such as
culture, trust and values. It does so from interfiaiCNO) and external (About-
CNO) perspectives of the enterprise.
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In-CNO perspective is characterized by four dimensj as follows:

— Structural dimension addresses the structure o€t4@ in terms of its constituting
elements (participants and their relationshipsyvali as the roles performed by
those elements and other characteristics of theankthodes, such as the location,
time, etc.

— Componential dimension focuses on the individuagile/intangible elements in
the CNO'’s network, e.g. the resource compositiochsas human elements, soft-
ware and hardware resources, information and kriyele Elemental dimension
also consists of ontology and the description efitfiormation/knowledge.

— Functional dimension addresses the “base operatamadiable at the network and
the execution of time-sequenced flows of operat{pnscesses and procedures) re-
lated to the “operational phase” of the CNO lifeley

— Behavioural dimension addresses the principlescips] and governance rules that
drive or constrain the behaviour of the CNO andritsmbers over time. Included
here are elements such as principles of collalmraiind rules of conduct, con-
tracts, conflict resolution policies, etc.

About-CNO perspective is defined by the charadierizroperties that CNO reveals
in its interaction with its surrounding environmemhe following modelling dimen-
sions are proposed for the external or About-CN@3pextive:

— Market dimension covers both the issues relateti¢anteractions with “custom-
ers” (or potential beneficiaries) and “competitor¥he customers’ facet involves
elements such as the transactions and establisimthitments (contracts), market-
ing and branding, etc. On the competitors’ sideasssuch as market positioning,
market strategy, policies, etc. are considered. dirpose / mission of the CNO,
its value proposition, joint identity, etc. area[sart of this dimension.
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— Support dimension considers the issues relateduppast services provided by
third party institutions. Examples include certfiion services, insurance services,
training, external coaching, etc.

— Societal dimension captures the issues relateldetinteractions between the CNO
and the society in general. Although this perspeatian have a very broad scope,
the idea is to model the impacts the CNO has ami@ly can have on the society
(e.g. impact on employment, economic sustainabdftya given region, potential
for attraction of new investments) as well as tbastraints and facilitating ele-
ments (e.g. legal issues, public body decisionscatibn level) the society pro-
vides to the CNO development.

— Constituency dimension focuses on the interactiith the universe of potential
new members of the CNO, i.e. the interactions #itise organizations that are not
part of the CNO but that the CNO might be inter@steattracting. Therefore, gen-
eral issues like sustainability of the networkraation factors, what builds / pro-
vides a sense of community, or specific aspecth asaules of adhesion and spe-
cific “marketing” policies for members, are consigle here.

In addition to these perspectives, a CNO modellmanlefined at multiple levels of
abstraction. Currently, three levels are considerédRCON:

— General concepts level — that includes the mosemgéroncepts and related rela-
tionships, common to all CNOs independently ofdpgplication domain.

— Specific modelling level — an intermediate levettincludes more detailed models
focused on different classes of CNOs.

— Implementation modelling level — that representslei® of concrete CNOs.

Cases of collaborative organizations

Camarinha-Matos et al studied several cases ofegp@INO concepts in the manu-
facturing industry. In table below, some main feesuof the cases are given. More
details about the cases can be found in the refedepaper (Camarinha-Matesal,
2009).
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Table 2. Summary of CNO cases analysis

CNO, Region, Size

Main entities

Industry sector

BuBess processes

Governance structure

ICT tools

IECOS, Mexico, 30 compa-
nies

Virtual enterprise broker,
virtual industry clusters,
Virtual Enterprises

Manufacturing: metal-
mechanic, medical products

- Search and select busines
opportunities

- Project planning

- Project execution

- Customer follow-up

3

General director that man-
ages two main groups:
engineering Group and
brokerage Group

Web site/portal, Automatic
diagnosis methodology (for
evaluating members),
Internal management systern
(Pefiaranda et al, 2006),
Administrative system
(based on excel sheets)

h

Virtuelle Fabrik, Switzerland
and Germany, 90 companie:

3

Broker, Breeding environ-
ment, Virtual enterprise

Manufacturing: design and
engineering, metal-
mechanic, plastics

- Network development
- Order processing

- Marketing and sales

- Training and further
training

- Finance and controlling

Five working parties
(formed by representatives
of each company) executive
committee (formed by five
members and headed by a
chairman).

Web site/portal, Webcorp
(Katzy and Ma, 2002)
(internal order management
system), International portal
VF2VF (Huber and Pluss,
2003) (for posting customer
demands)

Virfebras, Brazil, 12 compa-
nies

VE breeding environment,
VE, VE coordinator (defined
for each VE)

Manufacturing: mold and
dies

- Training and education

- Technology set-up

- Market strategy

- Benchmarking

- Identification of shareable
resources

- Organizational structure

- Operation

Directory board composed
by a president, a vice-
president and a financial
responsible.Statute and
ethical rules are also defined

. mation (public online infor-

Web site/portal, Virfebras
information system (VIS),
with two modules (Lima et
al, 2004): Marketing infor-

mation and order tracking),
VEs operation information

(only for members)




CNO, Region, Size

Main entities

Industry sector

BuBess processes

Governance structure

ICT tools

VEN, UK, 250 companies

Associate members, accre
ited members, professional
community members, lead
integrators, broker

dManufacturing, Digital
industries, Healthcare and
bioscience, Food and drink,
Chemicals, Construction

- Member-related processes|
(business health check,
workshops, forums, risk
management)

- Information processes
(quotation, exports, getting g
product to market, partner-
ing)

- Broker processes (broker
registration and approval,
opportunities registration
and assessment)

- VENabled" processes
(ICT that support the virtual
factory operation, and the
marketplace)VENprd'
processes (VEN bid support
ing processes and systems)

Advisory board as the final
accountable body, with the
power to hire and fire
service providers to the VE
and sanction or dismiss VEN
members.

Web site/portal, VEN main
tools: Opportunity manage-
ment, Virtual factory build-
ing process: VENablé¥f
and VENprd", Advanced
competency profiling, CRM
modules, e-marketplace,
ERP and MRP interface,
Knowledge management,
Networking forums, Access
to legal/financial resources

Supply Network Shannon,
Ireland, 25 members

Business network (VBE),
formed by: companies,
development agencies,
universities

Engineering and electronics
sub-supply companies

Two core activities: training
and promotion (marketing
and quotation).Three main
areas of activities:

- Supply chain management
(SCM)

- Technical issues relevant t
engineering and electrical
manufacturers

- ICT usage

D

Steering committee (nine
members and two develop-
ment agencies) four sub-
committees: marketing,
environment, training and
projects

Currently SNS have no
common ICT infrastructure
in place. Simple web site
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CNO, Region, Size

Main entities

Industry sector

BuBess processes

Governance structure

ICT tools

Torino Wireless, ltaly, 47
members

VBE network formed by:
national and local authori-
ties, social partners, enter-
prises, universities and
financial institutions

ICT (wireless, software,
multimedia, technologies,
microelectric and optical
devices, wire-line technolo-
gies)

- R&D
- Enterprise acceleration
(creation of new entrepre-

Torino wireless foundation
(Administrative Committee,
President, Vice-President,

neurship and development gf Reviewers College, Ordinar

SMEs)

- Financial support (stimulat
ing private and public
investment)

- IPR valorization and
technology transfer

- Communication and media|
relations

Assembly)

Internet portal with func-
tionalities for: Searching
companies members and
viewing their profiles,
Seeing company news (ne
can be posted by members)
Promoting networking
events, Members’ area
(publication of profiles,
news and products launcheg
press review, access to
specialized information)

CeBeNetwork, Germany, 30|
members

Company members, broker

IT market, engineering
sciences and software
development; Main cus-
tomer: aeronautical industry

- Cooperation management
and brokerage services
(which includes coordination
and management of VOs)

- Project and quality man-
agement

- On-site support

CeBeNetwork group formed
by companies: CeBeNet-
work engineering and IT,
CeBeNetwork services,
CeBeNetwork France,
CeBeNetwork UK, Werucon
automation GmbH

This network doesn’t use a
specific ICT tool. Standard
office tools are used. Web
site

Swiss MicroTech, Switzer-
land and China, 7 companie

Company members, educa-
b tion and research centers,
technological parks and
specialized consulting
centers

Watch-making and other
micro-technology applica-
tions

- Support for set-up a busi-
ness in Switzerland

- Marketing and promotion
(workshops, forums, exhibi-
tions)

- Job search

- Research and training

- News posting

- Technological developmen|

An association with: Steer-
ing committee, President,
General assembly

t

Web site, Search engine (fo
partners search and technic
information), Job search,
News and events posting

1
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6.4 Formal models of collaborative networked organizatns

The collaborative networked organizations are meddby using “weak” formalisms
of the enterprise architectures or modelling framess, such as ARCON, described
in Section6.3. The architectures and frameworks are congidasewveak formalisms
because they do not provide fully explicit and essive descriptions of the involved
concepts and relationships between those.

Usage of more “stronger” formalisms, such as thesdmased on the Description
Logics, enables not only explicit descriptions loé tconcepts, but also inference of
their relationships, by exploiting the standardidagrelations. For example, the defi-
nitions of the interaction activities, given in $en 6.2, can be expressed by using
Controlled Natural Language in order to enabledhaluation of the maturity of in-
teraction between two enterprises.

Networking is defined as a simple information exule for some benefit. This
definition can be made explicit by following rule:

network-with(A,B) =
3 p(information(p) /\ (send(A,p) /\ receive(B,p)) V
(send(B,p) /\ receive(A,p)))

Furthermore, coordinated networking implies alignactivities of two parties:

coordinate-with(A,B) =

network-with(A,B) A

I m3 n(task(m) /\ task(n) /\ responsible-for(A,m) N re-
sponsible-for(B,n) /\ has-precondition (n,

status(m,’ completed’)))

Cooperation also involves resource sharing foreaament of the compatible goals.
Hence, following rule can be used to infer the @afion relationship between two
enterprises:

cooperate-with(A,B) =

coordinate-with(A,B) A

I m3 n(task(m) /\ task(n) /\ responsible-for(A,m) N re-
sponsible-for(B,n) A

Jr(resource(r) /\ consumed-by(r,m) /\ consumed-by(r,n))
A\

Jg If(goal(g) /\ goal(f) /\ has-goal(A,q) /\ has-goal(B,f)
/\ is-compatible-with(g,f))

Finally, collaboration means that common goal tajge

collaborate-with(A,B) =
cooperate-with(A,B) A



Im(task(m) A responsible-for(A,m) /\ responsible-
for(B,m)) A
T g(goal(g) /\ has-goal(A,qg) /\ has-goal(B,g))

Semantics analysis can be useful at different $ewélinter-organizational networks.
First, the semantic representation of queries afatration may improve the rele-
vance of the results and thus, improve the quafifyartners’ selection process. It can
be used instead of or in addition to usual requegtesentation.

Second, semantics can be used to represent pantisjor groups of them, leading
participants to better know each other. Such in&diom can be useful for routing the
requests to other participants in order to obthm relevant answers within a short
time and with a low traffic load.

Third, this information can also be used to orgaritee network so as to improve
efficiency. This is very important for the opentsgs of the inter-organizational
networks, where the traditional approaches to lmssirprocess management, which
attempt to capture processes as monolithic flowsghproven to be inadequate, re-
sulting to moving research focus from process teraction modelling (Desai et al,
2006).

The use of domain ontology is already proven agfigal for Supply Chain Man-
agement, in the development of self-integrating S§gtems (Jones et al, 2001), or
facilitating collaboration of inter-enterprise dgsiteams (Lin and Harding, 2007),
simulation of supply chain Network (Favez et al,02)) or online negotiations
(Pathak et al, 2000), development of approachegneantic integration of industrial
information systems (Izza, 2009), etc. There ase aifluential efforts to provide the
exhaustive ontology-based semantic models for S€d al, 2008), organized in a
modular way to support the reusability and mairghility of the involved micro-
theories. Also, to some extent, enterprise onteggelaborated in Secti@n3 formal-
ize the semantics of the supplier-customer relatigps, where IDEOR ontology is
actually focused at collaborative distributed eptises.
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Chapter 3: Formalization of the supply chain operaions

Abstract. Reference models play an important role in the Kedge manage-

ment of the various complex collaboration domassch as supply chain net-
works). However, they often show a lack of semaptiecision and, they are
sometimes incomplete. In this Chapter, an approadvércome semantic in-
consistencies and incompleteness of the Supply CBakerations Reference
(SCOR) model is presented. First, a literal OWL fftion of SCOR con-

cepts (and related tools) is described. It is dgved with the intention to pre-
serve the original approach in the classificatibprocess reference model enti
ties and hence, to enable effectiveness of usageigmal contexts. Then, the
SCOR-Full ontology and its relations with relevawirdiin ontology are pre-
sented. It is shown how it can be exploited forriovement of SCOR ontologi-
cal framework competence. Finally, the potentiapaet of the presented ap-
proach, to interoperability of systems in supplpichnetworks is elaborated.

1 Introduction

Analysis of the relevant enterprise ontologiesspnted in Section 5.3 of the Chapter
1, shows that lack of relevance is one of the gmathallenges in building usable
domain ontologies. Typical source of this problenthie fact that existing enterprise
ontologies are created from scratch. As a redtdevelopment and, especially vali-
dation processes take a very long time to comp#m, 2007), due to a typically
large amount of work needed for analysis and swmhef the domain knowledge.
More important, the consensus on developed conakpdtions within the relevant
community is extremely hard to achieve. Finallyggt ontologies cannot be consid-
ered as interoperable because of the differento@gpes to the conceptualization of
the domain.

While selected enterprise ontologies are develapée process of conceptualiza-
tion of the domain by the experts, practice of &gy engineering suggests that
process of domain conceptualization should alse tato account some upper ontol-
ogy. An upper ontology (or foundation ontology)aisnodel of the common objects
that are generally applicable across a wide rarfigiomain ontologies. It employs a
core glossary that contains the terms, and assdciabject descriptions. Upper on-
tologies typically combine continuant, enduring gperctives of reality and concepts
extended through time (Grenon and Smith, 2004)nTfaur-dimensional perspective
on reality within a single framework can be gramiakd further to strategic, opera-
tional and tactical sub-perspectives, so moduléological framework with different
levels of specialization of different ontologiesdisveloped. Hence, domain ontology
engineering implies that new specific conceptscaeated and inherited from general
notions residing in upper ontology, so a consistamt expressive ontological frame-
work is built. More important, the conditions of kiag a new ontology interoperable
with other ontologies developed by using selectepleu ontology are met. A variety
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of granularity levels in an ontological frameworktends the scope of inference. Use
of modular ontologies also addresses performarsigess of the semantic environ-
ments because it enables distributed reasoning.appeoach of developing domain
ontology by specialization of the notions of théested upper ontology is considered
as a top-down approach.

However, bottom-up approach also has some advamt&gst, it is usually built
upon the implicit, but common, widely accepted kfemlge, such as reference mod-
els, standard specifications, Domain Specific Latgs (DSL), etc. Second, the de-
velopment time is shorter, because the processtofagy engineering is reduced to
semantic analysis of the reference models or stded&inally, the evaluation prob-
lem can be only reduced to consistency checkingcantpleteness assessment.

Typical problems of the bottom-up approach is latkhe explicitness of the re-
sulting model which poses many difficulties anduegs scope in the efforts of mak-
ing this model interoperable with other, relevamdels. In this thesis, the bottom-up
approach to formalization of the supply chain ofiers is based on the selected ref-
erence model — SCOR (Supply Chain Operations Refejemodel, described in
Section2. The potential for interoperability of resultingpdels is increased by intro-
ducing two models at different level of abstractierimplicit SCOR model and its
semantic enrichment, which is then, semanticallppea to the OWL representation
of the selected domain ontology.

1.1 Description of approach to formalization of the sujply chain operations

The approach to formalizing the supply chain openst presented in this thesis
builds upon three of the five general approachesntology design: inspiration, in-
duction, deduction, synthesis and collaborationIg¢gjople and Joshi, 2002). This
design decision is implied by the choice of bottomapproach.

Induction is used in the phase of semantic enrictiroka reference model, by im-
proving the semantic precision of the categorizettidt is combined with inspira-
tional approach which is characterized by an imtlial (authors’) viewpoint about the
used abstractions. Inspiration is also used fam&dizing problem solving models —
application models, based on the design goalsllisgnthesis is employed in map-
ping of a semantically enriched model with relevantologies, with aim to enable
semantic interoperability and/or to extend an ieifee scope.

In order to formalize the reference model, it isgmsed to employ the semantically
aligned layers of a literal specification of a refece model, its semantic enrichments
and resulting domain ontology and application medeleveloped on basis of the
different design goals. Approach reflects the peast from Al (Artificial Intelli-
gence) domain of using the different granulariidsdomain knowledge in solving
engineering problems of different abstraction (Ealkainer and Forbus, 1991). The
approach is demonstrated in Chapter 5, on the stasly of using the SCOR model
for development of the semantic application for@yghain process configuration.

Fig. 18 illustrates the proposed framework for semantidcbment of reference
models. The framework includes source data (reé@renodels and existing domain
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ontologies), various tools, and resulting modetsral OWL specification, semanti-
cally enriched model, unifying model and applicatantologies.

Domain Domain
ontology 1 ontology 2
[ 1l

Mapping Mapping Mapping | Application
rules rules rules ontology 1
Unifying model
Semantically Mapping Mz pping Mapping | Application
enriched model rules rules rules ontology 2

Reference models
(native formats)

Reference
models (formats)

OWL model

Fig. 18. Framework for semantic enrichment of reference eteod

As reference models are stored in number of diffefermats and representations, the
use of import facilities in support to initial ddepment and continuous update of the
OWL model is recommended. Some of the exampled@firhport tools are Euler-
GUI*, a lightweight IDE that translates UML XMI formahd XML schemas into N3
triples and Anzo for Exc&, which extracts RDF data from Excel spreadshesps.
date of the models or instantiation of relying cgpts can be automated when the
import tools and respective API's are used forratignt of OWL models and native
data formats of the applications which are using tbference models. In case of
SCOR, some of the examples of such application®\Ri& EasySCOR by IDS or
e-SCOR! by Gensym , used for the benefit of SCOR impleigon process.

The (implicit) concepts of the OWL models are ttmamantically analyzed and
semantically enriched model is created. In thixess, conceptualization approaches
(for example, key properties of the main concefisjelected domain ontologies or
upper ontologies may be taken into account. A umgfymodel which imports the
semantic enrichment model and OWL model storesutes for establishment of the
correspondences between the explicit and impliciicepts from these two models
and/or explicit concepts of the (different) domairtologies.

Hence, the unifying model becomes a single poinactess to the enterprise
knowledge (in context of its supply chain), asritfies one implicit (reference model)
and two explicit (one general, common and anothera bridge to the reference
model) views. Thus, it may be exploited by the setisaapplications, which are using

38 http://eulergui.sourceforge.net

39 http://www.cambridgesemantics.com/semanticexchange
40 http://www.ids-
scheer.com/ru/ARIS/ARIS_Reference_Models/ARIS _EasyRA06741.html

4! http://www.gensym.com
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it to launch semantic queries against the intedrateowledge environment for the
benefit of resolving some specific application peoh.

Layering of application and domain representatiardets reflects the paradigm of
separation of domain and task-solving knowledgenff@ani, 2005) and assume their
mutual independence (Guarino, 1997). Thus, arlyitdesign goals can be defined,
formalized to set of competency questions and useddevelopment of a task-
solving, application ontology. Although problem daim is restricted to a supply
chain context, level of its variety can be extendegrocess of synthesis, namely,
mapping of semantically enriched model with othelevant ontologies, such as en-
terprise ontology, TOVE ontologies, and others.

In the remainder of this Chapter, the core methaglplpresented above is imple-
mented in the case of development of the formahéwaork for supply chain opera-
tions. Section2 presents the Supply Chain Operations ReferenGOERS model,
which is used as a starting point for its developimtn Section3, OWL model and
semantic enrichment of SCOR are presented. Algoteims of the semantic enrich-
ment are additionally explicated in the procesesthblishment of correspondences
between its concepts and the concepts of relevanauh ontology — TOVE ontology.
Finally, in Sectiord4, the potential impact of the proposed methodoisgslaborated
in the context of semantic interoperability of &as in a supply chain environment.

2 Supply Chain Operations Reference (SCOR) model

In order to gain real benefits from Supply Chainndgement, relevant systems must
span full horizontal organization of enterprises &eyond — its customers and sup-
pliers. For dealing with the complexity of suchemvironment, reference models play
an important role. Supply Chain Operations Refezef8COR) (Stewart, 1997) is a
standard approach for analysis, design and impl&tien of five core processes in
supply chains: plan, source, make, deliver andrmet8 COR defines a framework,
which aims at integrating business processes, esetrest practices and technologies
with the objective to improve collaboration betwgmmtners.

In this Section, SCOR model is described. Someiderations of its possible use
in the context of the semantic systems are provitkshce, existing attempts to on-
tologize or semantically enrich the SCOR modeldascribed.

2.1 Reference models

The development of reference models in differenhains is a community response
to interoperability problems. They aim at the stdization of domain collaboration
by providing categorization schemes or taxonomidenewledge structures, inter-
preted in organized way — to be used as guideiim#®e collaboration of humans and
systems.

Industrial reference models are not formal modEfey are descriptive languages.
They were created with an objective to aggregatéies)for some purpose, rather
than to describe the nature of the entities. Hethas, are very hard to maintain and to

63



evolve in a consistent way. Dynamics and volatitifyconcepts are much easier to
manage if they are represented by a set of meanistditements or expressions,
rather than by narrative descriptions. Also, higkgels of expressivity and axiomati-
zation extend the opportunities for automated sttpptowever, industry acceptance
of the reference models shows that practical benafe more likely to be achieved
when they are focused on highly contextualized @agnres where formalizing do-
main knowledge is involved. Domain knowledge evelag highest rate at lower lev-
els of abstraction in domain community interactishere consensus is more likely to
be reached.

Defining a reference model of processes is a pnglition for their description,
implementation, performance measurement, managermentrol and revision. One
process reference model typically consists of steshdlescriptions (templates) of
processes, specifications of the relations which ba established between those
processes, standard metrics for the measuremeheiofperformances, the specifica-
tion of management practices which can be empldgedjaining the top perform-
ances and descriptions of relationships betweeoegses and functions. The process
reference model may be neutral, such as SCOR,w&la®ed for a specific industry
sector, such as ENUM (telecommunications), POSCrdpeemical industry),
BASEL Il (banking and finance) (Phelps, 2006). Hinaprocess reference models
may exploit some data reference models, such atuptalassifications (UNSPSC,
eClass).

2.2 Overview of SCOR

The SCOR model is developed by supply chain Coy&lC), non-profit organiza-
tion established in 1996, by AMR Research and PRIRMially, SCC’s mission was
to evaluate the market of ERP systems. While omgdion had 69 members at the
moment of establishment, now it grew up to the mensiip of 1000 different or-
ganizations, all over the world.

The SCOR model is implemented from the perspedivbe single enterprise and
it resembles all interactions two levels ahead ftbm enterprise, towards its supply
and customer directions (from the suppliers ofehterprise suppliers to the custom-
ers of the enterprise customers).

Core of the model is illustrated Riy. 19
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Fig. 19.Core of SCOR model

In contrast to traditional decomposition methodscpss reference models are devel-
oped by identifying and analyzing the processediféérent levels of detail. SCOR
model does that at three levels: top level, coméian and process element level. At
the top level, SCOR model defines key processem,PBource, Make, Deliver and
Return. They are described in more detail below.

In the first level of detail, the relationships Ween SCOR processes and process
types are determined. At this level, a strategiarabter of the supply chain is deter-
mined by choosing the process categories. At thergklevel of detail, the chosen
processes are decomposed — process elements, atffmmnmputs and outputs, met-
rics attributes and best practices are defined.

Key processes of the SCOR reference model anditegithey include are (Bol-
storff and Rosenbaum, 2003):

— Planning (P). This key process include: gatheriagt@mer requirements, collect-
ing information on available resources, and balapecequirements and resources
to determine planned capabilities and resource.gaps

— Sourcing products and material (S). The key prodesisides: issuing purchase
orders, scheduling deliveries, receiving, shipmeitdation and storage, and ac-
cepting supplier invoices.

— Make (M). The Make processes describe the activagsociated with the conver-
sion of materials or creation of the content favies. It focuses on conversion of
materials rather than production or manufacturiegause Make represents all
types of material conversions: assembly, chemigatgssing, maintenance, repair,
overhaul, recycling, refurbishment, remanufactursagd other material conversion
processes.

— Delivery (D). This key process includes the receimlidation, and creation of
customer orders; scheduling order delivery; pidgky) and shipment; and invoic-
ing the customer.

— Return (R). The Return processes describe theiteetiassociated with the reverse
flow of goods back from the customer. The Retummcpss includes the identifica-
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tion of the need for a return, the disposition dieci making, the scheduling of the
return, and the shipment and receipt of the retligoods.

In the second level of detail, the processes abhowelassified into process categories
(seeFig. 20). Planning processes are classified into P1-P&dan which key proc-
ess is planned. Source, Make and Deliver processesonsidered as Execution proc-
esses and are classified on the basis of whichegtras used for manufactured,
sourced and/or delivered product: make-to-stockkevta-order or engineer-to-order.
Finally, Enable processes are classified on this ladisvhich key process is facilitated
by the Enabler process (EP, ES, EM, ED, ER).

SCOR Process

Plan |Suurce | Make |De|iver | Return

Planning P1 P2 P3 P4 P5
Process
P $1-83 |M1-M3 |D1-D4 |S/DR1- |Process
pe Execution S/DR3 |Catogory
Enable EP ES EM ED ER

Fig. 20. SCOR Configuration Toolkit

The supply chain is configured when relevant preaestegories are chosen. On the
basis of the manufacturing strategy, three diffecemfigurations are possible:

— S1, M1, D1, D4 — Make-to-stock
— S2, M2, D2 — Make-to-order
— S3, M3, D3 — Engineer-to-order

The full description of the level 2 of SCOR modglliustrated on th&ig. 21
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Fig. 21.SCOR Level 2

Each of the process categories is defined by thefggrocess elements which basi-
cally forms a workflow Fig. 22 shows the process elements of the S1 process cate-
gory (Source Stocked Product), with a focus to $itdtess element (Receive prod-
uct), showing its relationships with other procek&snents.
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Fig. 22.Example of Level 3 representation of SCOR model

Besides process elements and their relationshifis ether elements, one process
category is also defined by inputs and outputsefrh of the elements, metrics, best
practices and recommended capabilities of the mystand systems themselves,
which facilitate implementation of those practices.

The performances of the SCOR processes are mealsyrading metrics where
each of this metrics is related to one of the freee attributes of the supply chain
performance. Metrics is also structured at thelteveevel 1 metrics are known as
strategic metrics and Key Performance IndicatorRIJKThey are determined by
using the lower level metrics. For example, eacthefprocess categories is assigned
with a set of Level 2 metrics which is used to dmeiae the performance of those
process categories. Similarly, Level 3 metricsamgigned to process elements.

Three of the performance attributes are relategxternal relationships of the en-
terprise and these are: Reliability, ResponsiveaessAgility. Other two attributes,
Costs and Assets address internal performanceBeoprocesses. The detailed de-
scription of core performance attributes follows:

— The Reliability attribute addresses the abilitypeerform tasks as expected. Reli-
ability focuses on the predictability of the outemif a process. Associated KPI is
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Perfect Order Fulfilment. Typical metrics for theliability attribute include: on-
time, the right quantity, the right quality.

— The Responsiveness attribute describes the speddcht tasks are performed, and
is measured by Order Fulfilment Cycle Time KPI.

— The Agility attribute describes the ability to resi to external influences and the
ability to change. External influences include: Norecasted increases or de-
creases in demand; suppliers or partners goingpbbusiness; natural disasters;
acts of (cyber) terrorism; availability of financtalols (the economy); or labor is-
sues. The agility is evaluated by following KPIgdile supply chain Flexibility,
Upside supply chain Adaptability and Downside syptiain Adaptability.

— The Cost attribute describes the cost of operatiegprocess. It includes labour
costs, material costs, and transportation cosd,isrevaluated by using Supply
Chain Management Cost and Cost of Goods Sold KPlIs.

— The Asset Management Efficiency (“Assets”) attribudescribes the ability to
efficiently utilize assets. Asset management sgiatein a supply chain include in-
ventory reduction and in-sourcing vs. outsourcifige Key Performance Indica-
tors are Cash-to-Cash Cycle Time, Return on supphin Fixed Assets and Re-
turn on Working Capital. Metrics include: inventodgys of supply and capacity
utilization.

2.3 Existing work in semantic enrichment of SCOR

Like most of the other reference models, SCORfria of knowledge organization
system. The key feature of these models is sulijgctior context-dependent deter-
mination (Hodge, 2000). They are not developed it intent to be semantically
rich or precise, but to provide human-understarel&kbbwledge on the specific do-
main. However, their implicitness is consideredaasobstacle for a machine-based
interpretation. SCOR lacks semantic precision. SGOiput/Output entity entails all
resources exchanged between process elements tansl -aghysical or non-physical,
states, events, documents, etc. System entitydaslinformation systems, modules,
capabilities, approaches or volume of use, intémrdévels, etc.

Also, sometimes, reference models do not providrigh expressivity for a com-
plete formal model. In the case of SCOR, this isd@wt from the lack of relationships
between metrics and systems, which could pointtouthe source of information
needed for performance measurement.

So far, there were only a few attempts to ontole@ZOR model.

SCOR+?is directed towards overcoming the limitationgtef basic SCOR model
through an ontology based tool. This tool enablesatomated and comprehensive
definition of the supply chain at four of its disttive levels: supply chain level, the
enterprise level, the elements level, and the acten level. It enables generation of
generic explicit views and models that represehts four levels. Unfortunately,
SCOR+ is a proprietary product and details on trenélization approach are not
accessible.

42 productivityappex website. http://www.productipex.com/products/scor.asp
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Lin (2008) extended the SCOR model by generalia@rigting elements to 3A
concepts (Activity, Artefact, Actor-Role), defined GPO (General Process Ontol-
ogy). Also, she used the model for developmenhefdoal ontology, by modelling
SCOR performance attributes as general soft goalslariving domain specific goals
from attributes’ metrics.

Vegetti et al (2005) used SCOR to develop the SGIOgy. They extended SCOR
with the notions of an enterprise model, with aomptovide the foundations for the
specification of information logistics processeseitended supply chains associated
to process industries.

Lu et al (2010) extended the ONTO-PDM Product Ghggldeveloped by Tursi et
al (2009) with the SCOR model. The resulting ONTO&R ontology is then defin-
ing product-centric supply chain ontology for féeiling the interoperation between
all enterprise’s applications involved in an exted@upply chain.

On basis of the analysis of the contribution of #&OR model to the alignment of
business processes and information systems, Mitletl (2009) proposed the ex-
tended reference model, including the structurénfifrmation exchanged between
processes. This model is proposed in responseetadéntified weaknesses of the
current SCOR model, in specific, lack of importpriicess dependencies.

In addition, there are many relevant papers wigoreed work on other reference
models’ formalization, addressing the semanticlRo$ettaNet (Haller et al, 2007),
UNSPSC (Hepp, 2006), AIAG and STAR (&b et al, 2005), EDI (Foxvog and
Bussler, 2006), etc. Presented results, methodts tnd gained experiences were
extremely useful in setting up and implementingghgposed approach.

3 Ontologies and models of the formal framework

Important role in the implementation of the intezogible systems is given to a do-
main ontology — explicit representation of the $fiedomain knowledge (e.g. about
Supply Chain Management), namely its concepts agitdl relations between those.
Domain ontology ensures the correctness of theenfe on the meaning of the in-
formation which is being exchanged. Thus, it habdoa) expressive (to contain all
concepts from one domain and all their relatiob3)explicit (to uniquely define all
concepts and their relations); ¢) neutral (to defii concepts objectively, independ-
ently from the specific context); and d) relevantthe sense that there is a consensus
in the domain community about used conceptualingtiGiven that domain ontology
is a facilitator of arbitrary EISs’ interoperabjljtit is obvious that its relevance is the
most important feature.

Lack of relevance is a weakness of all existingrsfin definition of the supply
chain ontology, such as TOVE, The Enterprise OnpldDEON, etc. All these on-
tologies are created in isolation, by applying aspirational approach, from the
scratch, while their verification is performed onity small number of cases. In the
approach to the development of a formal frameworkstipply chain networks, this
issue is addressed by using a widely accepted Se@Rence model framework as a
source of implicit semantics. Then, this semaniicsiade explicit in the process of
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synthesis of the general enterprise notions anthiaul, in a process of mapping of
those notions to the common enterprise knowledgepdlized in the selected domain
ontologies.

The consensus on the collective knowledge is exherhard to reach (Hepp,
2007), particularly when very expressive (or ricakiomatized) ontologies with large
number of concepts are involved. In response t® phoblem, the approach of col-
laborative conceptualization is proposed and agpie the case of electronic product
catalogues integration (Guo, 2009).

The proposed formal framework for supply chain reeks is illustrated at . An
approach to its development is based on a premheedbmain knowledge changes
and evolves at the highest rate in the lower legélabstraction, in domain commu-
nity interaction, because consensus on the speuifions is easier to be reached than
agreement on the generalizations and abstractibissa fact that this level is often
characterized by the implicit semantics of the d&ads, reference models, database
structures, etc., as they are often described img @snatural language.

However, this is not necessarily an issue. Undaditon that this implicit seman-
tics can be formalized by using a language based®estription Logics, such as
OWL, in a native form, and mapped accordingly toexpressive, neutral domain
model, having an implicit model within the framewanay be considered as a valu-
able asset.

Namely, it can be used to bridge the gap betwesndbdomain theories and EISs
which are using those implicit models. Thus, theezence between creation, evolu-
tion and use of specific, highly contextualized wiexge and development of formal
expressive models is considered as a very impdfdatdr for usability of the models.

The advantages of the bottom-up type of approaehaleady discussed before.
First, it is usually built upon the implicit, bubmmon, widely accepted knowledge
(in this case, SCOR model). It is important to eagke that, in contrast to some
other approaches (Millet et al, 2009), proposedhfdization approach does not aim
to extend the semantics of SCOR, but only to impriés expressiveness. Second, the
development time is shorter, because the proceestofogy engineering is reduced
to semantic analysis of the documents standarded, the evaluation problem can be
only reduced to consistency checking and completeassessment.
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Fig. 23.Formal framework of supply chain operations.

The core of the formal framework for supply chaatworks consists of two mod-
els which describe the same thing — supply chaerains, but they do that at two
different layers of abstraction. First layer modgigplicit semantics of SCOR ele-
ments and stores actual knowledge on supply chagnations by using semantically
weak knowledge structure. In this layer, SCOR elemare represented in a native —
natural language form, and related accordingly.sTeipresentation is described in
detail in Sectior8.1 of this Chapter. Second layer represents SCO&isantic en-
richment (presented in Secti@?2) - it identifies common enterprise notions, map
those to SCOR entities and classifies them intoeng@meral inter-related concepts.
Both layers are then represented by OWL models O S80S (SCOR Knowledge
Organization System) and SCOR-Full.

SCOR-Full may be considered as a micro-theory wiiehtifies and classifies
common enterprise concepts in the context of supipdyn operations. It is developed
by semantic analysis of SCOR Input/Output elemedésytification of core terms and
their generalization into notions of Course, SettiQuality, Function and Resource. It
extends the SCOR-Sys ontology, which formalizesSB®OR System element. It is
then extended by the SCOR-Goal ontology, which sdicelly maps its concepts to
SCOR Performance Metrics element. SCOR-Full ontoisggmapped to an implicit
knowledge model of SCOR (SCOR-KOS). Hence, anycsiral changes in the un-
derlying model, such as introducing new processddencies (Millet et al, 2009)
will be reflected immediately on the system thaising the SCOR-Full ontology.

It is important to emphasize that SCOR-Full is catyintermediary model, in the
sense that it only classifies common enterpriséonstin the context of the supply
chain, while their semantics is defined externdlifferent enterprise formalizations,
contexts and views of existing architectures areiotonceptualizations need to be
used as sources of specifications of enterpriseasges, and mapped accordingly to
the enterprise notions in SCOR-Full ontology. Cotlse SCOR-Full ontology is
mapped to TOVE organizational and foundational kg (in fact, to its OWL rep-

72



resentation). The approach to this mapping and smomespondences are described
in Sectiord of this Chapter.

SCOR-Full is exploited by the different applicatiorodels, which formalize spe-
cific design goals. Namely, besides ontologies,ftmmal framework consists also of
semantic applications, which are shared resouredl ehterprises in the supply chain
network. Their role is to support the collaborataativities and functions of the net-
work, such as the management of inter-organizatipnacesses, partner selection,
management of use of shared resources, etc. Fibmert of these roles, each of the
semantic applications exploits the individual apgiion (or problem) ontology —
formal representation of the individual problem.

For example, SCOR-Cfg OWL model is used to devalgemantic web applica-
tion for supply chain process configuration (Zdrawvik et al, 2011). While Product
OWL model is used to develop a semantic web appicdor acquisition of product
requirements in the inter-organizational settingdrévkovic and Trajanovic, 2009),
SCOR-Goal OWL (Zdravkovic and Trajanovic, 2011) mbdrives the performance
measurement of supply chain operations.

In the context of the conditions for expressivenesglicitness, neutrality and
relevance of the domain ontology, described attdpeof this section, the following
important considerations regarding the describeahdbframework are made:

1.1t is expressive, because it formalizes the widmtgepted industrial standard —
SCOR reference model;

2.1t is explicit, because implicit SCOR elements syathesized to the common en-
terprise notions in SCOR-Full;

3. It is neutral to the extent of the neutrality o€ tboncepts of the domain ontologies
which are used for descriptions of the semantidhae notions;

4. It is relevant because it reflects the industryctice (SCOR reference model).

3.1 SCOR-KOS OWL Model

According to proposed methodology, SCOR referencelahis used as a starting
point for building the fully expressive SCM semastias it reflects the community
consensus. Because of the SCOR’s weak semantitt® first step, it is modelled as
a knowledge organization system (KOS). In ordemtike this system interoperable
with other components of the framework, the semaobls are used to represent this
model in a computable language — OWL langu#&dg. 24 shows entities of SCOR-
KOS OWL model and relationships between them.
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Fig. 24.Entities of SCOR-KOS OWL model

The items of the SCOR model are represented amnitess of SCOR-KOS OWL con-
cepts: SCOR_CoreProcess, SCOR_ProcessCategory, R J&aressType,
SCOR_ProcessElement, SCOR_PerformanceAttribute, RSGA@trics (with child
concepts of SCOR_Asset_Metrics, SCOR_Reliabilitytridse, SCOR_Asset_Metrics
and SCOR_Responsiveness_Metrics), SCOR_BestPracti@COR_System,
SCOR_Actor i SCOR_Input-Output.

Then, following relationships are asserted betvthese instances:

hasProcessElement(SCOR_ProcessCategory,
SCOR_ProcessElement);
hasMetrics(SCOR_ProcessCategory, SCOR_Metrics);

hasProcessType(SCOR_ProcessCategory, SCOR_ProcessTy pe);
hasBestPractice(SCOR_ProcessCategory, SCOR_BestPrac tice);
hasBestPractice(SCOR_ProcessElement, SCOR_BestPract ice);
hasCoreProcess(SCOR_ProcessCategory, SCOR_CoreProce SS);

preceeds (SCOR_ProcessElement, SCOR_ProcessElement) ;
feeds(SCOR_ProcessElement, SCOR_ProcessElement);
hasInput(SCOR_ProcessElement, SCOR_Input-Output);
hasOutput(SCOR_ProcessElement, SCOR_Input-Output);
hasMetrics(SCOR_ProcessElement, SCOR_Metrics);
hasMetrics(SCOR_CoreProcess, SCOR_Metrics);
hasProcess(SCOR_CoreProcess, SCOR_CoreProcess);
feeds(SCOR_Actor, SCOR_ProcessElement);
hasInput(SCOR_Actor, SCOR_ProcessElement);
hasOutput(SCOR_Actor, SCOR_ProcessElement);
implementedBy(SCOR_BestPractice, SCOR_System);
isAttributedTo(SCOR_Metrics, SCOR_PerformanceAttrib ute)
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Following relationships are inferred as inverseha corresponding asserted proper-
ties:

suceeds(SCOR_ProcessElement, SCOR_ProcessElement);
measure(SCOR_Metrics, SCOR_ProcessElement);

Also, axiomatic definition of the SCOR_Asset_MetiSCOR_Flexibility Metrics,
SCOR_Reliability Metrics and SCOR_Responsivenessriddeconcepts facilitates
automatic classification of the metrics of differéypes:

SCOR_Asset_Metrics »

((isAttributedTo.{Assets}) « SCOR_Metrics)
SCOR_Reliability Metrics ¢

(( isAttributedTo.{Reliability}) « SCOR_Metrics)
SCOR_Asset_Metrics *

((isAttributedTo.{Assets}) « SCOR_Metrics)
SCOR_Responsiveness_Metrics

(( isAttributedTo.{Responsiveness}) « SCOR_Metrics)

SCOR-KOS OWL model is developed as OWL-DL ontology, using Protégé
(Knublauch et al, 2004) tool (s€&g. 25), on basis of the semantic analysis of version
6 of SCOR reference mod2l It contains 418 of the metrics elements, 166 @sec
elements, 25 process categories, 164 best prac#i8@sinput/Output elements and
108 system elements. For inference about the piepesf the SCOR-KOS OWL,
Pellet 1.5 reasoner (Sirin et al, 2007) is used.

5con_ Protéoé 32:1 (AP \PhD\SemonticWebISEUR 50rs WL ROF Fies) SLIF
T £k Buec QW Goe Took Wiion tib

< épmlégé

[ P03 5aance_appy-Chan_Resoutces_th_Suppl-<han_Reauen

i)

ertod Types
SCOR_processERnent

[ F=i= blw|€

Fig. 25.Protégeé tool with SCOR-KOS OWL model

43 Supply-Chain Operations Reference-model SCOR Versyr2603, supply chain Council
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In SCOR-KOS OWL, process flows are asserted by gusin property pre-
cedes(SCOR_ProcessElement, SCOR_ProcessElemengediently, they may be
inferred by its inverse proeprty: succeeds(SCORcéxsElement,
SCOR_ProcessElement). In addition, property fedd®$ ProcessElement,
SCOR_ProcessElement) is used for establishmenows foetween process elements
of the different processes.

This property is also used for assertion of thevfidetween process elements and
actors of the SCOR processes. Actor of the SCORegmis supplier, buyer, or any
organizational unit of the enterprise from whichrgpective processes of a supply
chain are managed, such as sales, marketing drueija

Competency of SCOR-KOS OWL model

Aim of the literal OWL specification is to presertiee classification approach of
SCOR. It represents SCOR model's concepts and giepeand thus it enables the
use of a resulting SCOR-KOS model for the origipafpose. This purpose can be
formalized by the competency questions, used ®w#iidation of resulting model.

Competency of a SCOR-KOS OWL model is validatedubing following ques-
tions:

1. Which process elements constitute one SCOR praeess which order?

2. What are the input and output resources for thecsed process element?

3. What are the metrics and best practices for thextad process element?

4. Which systems can facilitate the improvement ofgbkected process element

and/or process category?
In the remainder of this Section, the competencthef SCOR-KOS OWL model is
argued and it is shown how competency questionshaanswered.

The actual order of process elements is deterntiyegkecuting SPARQL queries
against asserted “precedes” (meaning direct precede triples. SPARQL
(Prud'hommeaux and Seaborne, 2008) (a recursivenyor for SPARQL Protocol
and RDF Query Language) is an RDF query langudgle ta retrieve and manipulate
data stored in Resource Description Framework farma

The great most of the process categories are dbdeed by the simple linear
flows, with exception of P1, P2, P3 and P4 planmngcess categories, where con-
current process elements exist.

The definition of concurrency in a SCOR-KOS OWL rabds used only for the
determination of flows branching and hence, it @ semantically correct. Concur-
rency is inferred on basis of “isConcurrentWithlateon and modelled by property
chain axioms, on basis of asserted “precedes” isfiedréd (inverse) “succeeds” prop-
erty:

precedes o succeeds => isConcurrentWith
, or by using RDQL query:

T precedes.(2 succeeds)
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Fig. 26 shows the example of concurrent process elemertisdAB, preceding proc-
ess element C (asserted relationships). Inferriadionships “succeeds” and “isCon-
currentWith” are shown as dashed lines.

SCOR_ProcessElement

SCOR_ProcessElement

N

precedes

SCOR_ProcessElement

Fig. 26. Approach to modeling concurrency of process elésen

Flows of input and output resources are determime@&PARQL queries, which re-
turn instances of “SCOR_InputOutput” concept froomain of asserted triples of
“haslinput” and “hasOutput” properties. The sourée¢hese properties is determined
from the domain of “fedBy” property, inverse of &@s”, which is used to assert con-
nections between process elements from differemtgss categoriegig. 27 shows
input and output resources of D1.08 process eleniédr visualization of the D1.08
process element is generated by the developedwbich uses SCOR-KOS OWL
model to illustrate the asserted and inferred ptggeeof its elements.

Fig. 27.Visualization of D1 process category, with selddtal element D1.08

In response to competency question 3, the toolstiea elements of metrics and best
practices, asserted by using “hasBestPractice”“hadMetrics” propertiesFig. 28
shows the map of “P1. Plan supply chain” processgoay, with additional metrics
and best practices layers turned on.
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Total Supply Chain Response Time

Supply-Chain Finance Costs

Return on Assets

Perfect Order Fulfillment

On-time Delivery

Inventory Days of Supply

Inventory Carrying Costs

Cumulative Source-Make Cycle Time

Cash-to-cash Cycle Time

P1.01

{1l

Identify Prioritize a

nd Aggregate Supply-C
hain Requirements [ P1.03 P1.04

o

Balance Supply-Chin  Estabsh and Communi

with Sugply  cate Supply-Chain Pla
P1.02 -Chain Requiremerfts ~ ns

Identify Assess and A | Supply Chain Plans (To: P2.01)

ggregate Supply-Chain Supply Chain Plans (To: P3.01)

Resources Supply Chain Plans (To: P4.01)

Sourcing Plans (To: S2.01)

Collaboration among Operations Strategy Team

Collaboration among Supply Chain partners extends outwards to suppliers and customers spanning the supply chain

Digital links among supply chain members

Joint Service Agreements

Systems support accurate on-line visibility of full-stream demand requirements and priorities

Fig. 28.Visualization of P1 process category with dispthygetrics and best practices layer

Inference of systems which can facilitate improvatmaf selected process elements
(categories) is achieved by implementing properties

implements(SCOR_System,SCOR_BestPractice)
, and:
facilitates (SCOR_BestPractice,SCOR_ProcessElement) ,

as inverse to “implementedBy” and “hasBestPracticsed for the assertion of rela-

tionships between process elements, best praciugsystems. The properties above
are defined as sub-properties of transitive prgpmable”, hence, enabling reason-
ing of relationships between “SCOR_System” and “®CProcessElement” concepts

(seeFig. 29 below).
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SCOR_ProcessElement

hasBestPractice, inverse -
facilitate, subPropertyof
Enable

SCOR_BestPractice

implementedBy, inverse -
implements, subPropertyOf
Enable

SCOR_System

Fig. 29.Asserted and inferred relationships between inssof SCOR_System,
SCOR_BestPractice and SCOR_ProcessElement concepts

After establishing these relationships, for ,B2Belgration and Application Server
System”, the following relevant statements canriferied:

enable P1.01_ldentify_Prioritize_and_Aggregate_Supp ly-
Chain_Requirements

enable P1.02_ldentify Assess_and_Aggregate_Supply-
Chain_Resources

enable P1.04_Establish_and_Communicate_Supply-Chain _Plans
enable

P4.01_Identify_Prioritize_and_Aggregate Delivery_Re quirem
ents

Namely, it can be concluded that the implementatibB2B integration and the ap-
plication server system can influence the improvema performances of the 4
abovementioned process elements.

Since best practices are related also to procaésgarées, it is possible to infer the
impact of a system or system capability to proazdegories. For example, for in-
stance ,supply chain Event Management Softwardlp\igng relevant statement can
be inferred on the basis of initial assertions:

enable P2_Plan_Source

Namely, it can be concluded that implementatiothefsystem for event management
in the supply chain may positively affect the pemiance of the process of sourcing
of purchase planning.

By defining inverse property “enabledBy”, the irdace on relationships between
systems and process elements (categories) becarsgiblp in the opposite direction.
Thus, it is possible to identify systems which @eaprove the performance of a se-
lected process element and/or category. This tastlasion is the response to the last
competency question of the SCOR KOS OWL model.
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SCOR-KOS OWL is used for the development of the esgblication for browsing
and visualization of the SCOR framework. Main feasuof the web application are:

— display of the selected process category map,

— display of the input/output resources (includingirses/destinations) for selected
process element,

— display of the best practices and metrics for setbprocess element and

— customization of the display, including layering different levels of detail and
customization of the resulting schemes’ geometries.

Fig. 30 shows the web application’s work area, with digpthoutput resources, best
practices and metrics for ,P4.04. Establish delivelans* process element of ,P4.
Plan Deliver* process category.

[P+ Plan Delive: =] M processmap M sest practices ¥ Metrics
[P4.04 Establish Delivery Plans =l
SVG Height 5

Space between Process Elements

Process Element box width

Process Element box height

X Location start

* Location start 60
10 Space

Fork distance

minimumBranchWidth

PEfontsize

PEBoxFontSize
PETextPadding
PEBoxTextPadding
10FontSize
10TextPadding

VVVVVVVYVVVVY

Distance between concurrent elements
Vertical fork padding
Best practice handler width

SUBMIT

naly =

cuataly satisfisd o

Fig. 30.,P4. Plan Deliver” process category

The tool is developed by using RAP (RDF API for BH®ldakowski et al, 2005)

application programming interface for parsing, girgg, manipulation and serializa-
tion of RDF models. Some features of the RAP ARl aupport of RDF, RDFS, N3,
N-Triple and OWL models, serialization of the oogiks to MySQL databases, en-
gine for processing RDQL and SPARQL queries, samidd inference support and
others. For visual representation, SVG (ScalabletdfeGraphics) format is used.

3.2 SCOR-Full Model

Although it is developed as semantic enrichmenSGOR reference model, SCOR-
Full can be considered as domain ontology — a mnticeory for representation and
management of knowledge of the supply chain opmratilt formalizes core concepts
of supply chain operations, embedded in SCOR mdefhitions. It is developed by
semantic analysis of SCOR Input/Output elementntification of core terms and
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their categorization. It extends SCOR-Sys ontologhich formalizes the SCOR
System element. It is extended by SCOR-Goal onyo{@gravkovic and Trajanovic,

2011), which semantically maps its concepts to SG@Rormance Metrics element.
Latter two ontologies are not in the scope of gk and will not be elaborated.

SCOR-Full ontology does not aim at formalizing tupply chain, but only to re-
solve semantic inconsistencies of a SCOR referemaztel. Thus, its scope is strictly
limited to using the common enterprise notionsérpressing the existing elements
of SCOR model.

Central notion of the SCOR-Full ontology (as ithe case for SCOR model) is a
generalization of process, in the sense that & astthe main context for semantic
definition of other concepts in the ontology.

Main concepts of the SCOR-Full ontology are: Ag&durse, Resource Item (and
its sub-concepts: Information Item, Physical It&@onfigured Iltem and Communica-
ble Item), Function, Quality and Settirigig. 31 shows the main concepts of SCOR-
Full ontology and relationships between them.

has-gualty

has-quality
[
Function has-function l
has-qualty | Quality has-attribute
Afjent Inf-Item

1 Course has-setting
perfarms Setting
i has-realization

: configuration-of
Comm-Ttem | COMMUNICates | Conf-Ttem = Phy-Item

realizes ‘T‘ r

configuration-of

Fig. 31.Top-level concepts of SCOR-Full ontology and iietaghips between them

Agent (seeFig. 32) is the concept which describes an executive aold entails all
entities which perform individual or set of taskighin the supply network, classified
with the concepts of equipment, organization, symblain, supply chain network,
facility and information system.
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Fig. 32. Taxonomy of “agent” concept

Although semantically described as roles, agentshialohave explicit definition of
functions. Functionality is defined as a propertyaccourse, performed by an agent.
Hence, agents are functional in a context of asmtiney execute. The basic formal
consequence of the assumptions above is that adentst exist if they do not per-
form some course of doable things. Hence, the sacggondition for an agent is to
perform some course. In other words, the conceptgeit in the SCOR-Full ontol-
ogy is a child of anonymous class:

YV a (agent(a)) ¢ (course(c) /\ performs(a,c))

Child concepts of the Agent concept, such as egaipnfacility, information-
system, organization, supply-chain and supply-chaiwork inherit this anonymous
class.

Course (sed-ig. 33 classifies prescriptions or descriptions (indefmt of the
time dimension) of ordered sets of tasks: actiyiygcess, method, procedure, strat-
egy or plan, at the same level of abstraction. ibion of course generalizes “do-
able” or “done” things with common properties of/&anment (corresponding to the
enabling and resulting states, constraints, remérgs, etc.), quality (cost, duration,
capacity, performance, etc.) and organization (aged business function). The first
necessary condition for the classification of ins&s of Course type is that they are
functional, in the sense that there is some gemengdose why some ordered set of
tasks is performed (or is expected to be performEde second necessary condition
for a Course is that it has some impact to therenment (a goal, objective or state)
and/or it receives some feedback from the environinoe it considers some of its
features (such as constraint, requirement, rul@assumption). In other words, the
course must have its own setting.

Hence, the concept of Course inherits two anonynstasses:

V¢ (course(c)) 3f (function(f) /\ has-function(c,f))
V¢ (course(c)) s (setting(s) /\ has-setting(c,s))

Although the concept of a course may be associaiibda different attributes (quali-
ties), executing or responsible actor and commtioicdtems, those are not its defin-
ing features.
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Fig. 33.Taxonomy of “course” concept

Setting (sed-ig. 34) concept provides the description of environmena aourse. It

aggregates semantically defined features of théegbin which course take place —
its motivation, drivers and constraints. Thus ldissifies rules, metrics, requirements,
constraints, objectives, goals or assumptions mfescribed set of actions. While the
instances of the Setting concept are semanticagribed by their classification into
some of its sub-concepts, they also must corresporgbme quantifiable notions
which describe the specific values or states. @tiser, they would be only of abstract

83



nature. So, the necessary condition for a settrig be realized by some configured
item (to be described later):

V's (setting(s)) 3 ci (configured-item(ci) /\ has-
realization(s,ci))

 conformance-rule )

wip-locationr-rule )

(“Thing )2 SCOR-FULL-entity Bj—s=a—

Cprojected-delivery-r

an-demand-replenishment-raquirement

T dally-replenishment-requirement )

maintenance-scheduls

Fig. 34. Taxonomy of “setting” concept
Quality (seeFig. 35 is the general attribute of a course, agent nction which can

be perceived or measured, e.g. capability, capamitgilability, performance, cost or
time/location data.
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Fig. 35.Taxonomy of “quality” concept

Like in the case of Setting concepts, those atietbare only semantically described
abstract categories. Hence, they need to be mappte actual specific values or
states. The necessary condition for the instantélseoQuality concept is that they
need to be associated to at least one instante 6€onfigured-item” concept:

Vg (quality(q)) 3 ci (configured-item(c) /\ has-
attribute(q,ci))
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The anonymous class which is inherited by the tualbncept is coded, by using
Manchester OWL syntax, as below:

has-attribute min 1 configured-item

Function (sedig. 36) concept entails elements of the horizontal bissinerganiza-
tion, such as stocking, shipping, control, saleplanishment, return, delivery, dispo-
sition, maintenance, production, etc. Although &nhave some qualities associated,
the concept of function is an abstract conceptchvivasic purpose is to semantically
define the context of the course.

( Thing <152 SCOR-FULL-entity b=}

PR ql_l-a-\lty-lestlng )

Tinventary-cantral )

Fig. 36. Taxonomy of “function” concept

Resource items of SCOR-Full ontology

Instead of representing process flows, SCOR-Fullised to model enabling and
caused states of the relevant activities. Thesesstae represented by the concept of
configured item (Conf-ltem), the range of the “hEstcondition” and “has-
precondition” properties of Course and its sub-ege- Activity.

A resource item (se€ig. 37) is a general term which encloses communicated
(Comm-Item, e.g. Notification, Response, Request) eonfigured (Conf-ltem, with
defined state) information items (Inf-ltem), such@rder, Forecast, Report, Budget,
etc., and physical items (Phy-ltem). Where infoioraitems are the attributes of a
Quality (of Function, Agent or a Course), their figarations are realizations of the
rules, metrics, requirements, constraints, goalssumptions of a course.
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Fig. 37.Taxonomy of “resource-item” concept

Configured items model state semantics of the mesow physical or information
item, the notions which are used to aggregate tbmia, exchangeable objects in
enterprise environment. Examples of informatiomieare Order, Forecast, Budget,
Contract, Report, Proposal, Bill-Of-Material, eftheir structure is not addressed by
SCOR-Full ontology — from this perspective, thesethe atomic concepts which can
be semantically defined when mapped to other enserpntologies. Physical items
are Product (MRO-Product, Defective-Product and)Rend Scrap. Configured items
are characterized by one or multiple states ofrmédion or a physical item, assigned
numerical (textual or date) value or realized bgthar configured item:

(Inf-ltem(?x) /\ (has-numerical-value(?x, decimal) V has-
text-value(?x, string) V' has-date-value(?x, dateTime) vV
(information-item(?i) /\ has-realization(?x, ?i)))) vV
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((Phy-ltem(?x) V' Inf-ltem(?x)) /\ has-
state(?x,state(?y))) = Conf-ltem(?x)

Thus, information items become configured wheneast one of their properties is
defined or configured, whether this property cardbscribed by numerical, textual or
date information; or the state. Sometimes, it is pussible to “configure” the infor-
mation item with a simple object, such as data typstate. Hence, information item
can also be “realized” with a configured item, aoenplex property.

Basically, like all other concepts, informationnitds also an abstract one and is
only a placeholder for instantiation. Typicallyfanmation items inherit the anony-
mous classes which determine how they are realkzedexample, in case of the pro-
duction-schedule-item sub-concept of informati@mi these anonymous classes are
defined as (Manchester OWL syntax):

has-product-information exactly 1 product-informati on
has-production-end-date exactly 1 dateTime
has-production-start-date exactly 1 dateTime

where “has-production-end-date” and “has-produesitart-date” are sub-properties
of “has-date-value” data property. “Has-productimfiation” is a sub-property of
“has-realization property”. Hence, necessary cadowft for having one production
schedule item are: 1) to have exactly one prodssb@ated; 2) to have a production
start date for this product; and 3) to have a pctido end date for this product.

Similarly, “product-information” information iterrsiconfigured (hence, its realiza-
tion is used in the range of first necessary caorinbove) by having exactly one
product id associated:

has-product-id exactly 1 string

Available states are identified in the analysiSGfOR model and include 25 possible
attributes of the configured item, which can bebaisged to different information and
physical items. Some of the examples of the sttesAdjusted, Approved, Author-
ized, Completed, Delivered, Installed, Loaded, Réah Released, Returned, Updated,
Validated, etc. Many implicit terms of SCOR-KOS OWhodel correspond to the
configured items of SCOR-Full ontology. For examgtdlowing statements (rules)
define the relationships between some of the SC&Rg and concepts of SCOR-
Full, namely, their states:

customer-credit(?x) /\ in-state(?x, Adjusted) = SameAs
(?x, Adjust_Customer_Credit)

return-to-service(?x) /\ in-state(?x, Authorized) =
SameAs (?X, Authorization_to_Return_to_Service)

product(?x) /\ in-state(?x, Consolidated) = SameAs (?Xx,
Consolidated_Product)
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contract(?x) /\ in-state(?x, Approved) = SameAs (?x, Ap-
proved_contract)

item-master(?x) /\ in-state(?x, Approved) = SameAs (?x,
Approved_ltem_Master)

contract(?y) /\ in-state(?y, ?x) = SameAs (?x, Con-
tract_Status)

Where Inf-Item defines the semantics of the relévasource, Conf-ltem describes its
dynamics. Note that SCOR-Full asserts the semagiition (“realizes (Agent, Conf-
Item)”) which can be used to infer which Agentésponsible for a particular state of
the resource, although this specific informationreat be extracted from the original
SCOR model. SCOR-Full will rely on the externalegptise knowledge to fill this
and other gaps.

For the expressive process model, it is cruciadfine how resources are commu-
nicated among activities and their correspondirtgrac This knowledge is embedded
(explicitly or implicitly) in original SCOR modelirf natural language) and is used by
SCOR-Full ontology to formalize abstract commuredattem (Comme-Item) which
aggregates specific concepts of Notice (or itsdchidncept - Signal), Request, Re-
sponse and Receipt. SCOR model does not providiciéxpformation about who
communicates configured items but this can be iaeby using external knowledge
when property chain of

performs(Agent, Course)o issue(Course, Comme-Item)

is exploited, where former relation is inferred lmasis of the mappings with external
ontologies and latter — from SCOR-KOS OWL. Necessanditions for a Comm-
Item are that it is issued (requested, respondgtifjadl or received) by a course and
that it communicates a configured item:;

Course(?x) /\Conf-
ltem(?y) Aissue(?x,?z) /Acommunicates(?z,?y) = Comm-
Iltem(?2)

More specific axioms are set for the sub-concep8amme-Item, by using the sub-
properties of issue (Course,Comm-ltem) propertymels: issue-request(Course,
Request), issue-response(Course, Response), isfue{@ourse, Notice) and issue-
receipt(Course, Receipt).

Currently, SCOR-Full ontology has 212 concepts 3Bighroperties and is semanti-
cally mapped to the SCOR Input/Output elements.

Mappings of SCOR-KOS OWL and SCOR-Full concepts
SWRL (Semantic Web Rule Language) (Horrocks et28@04) is a proposal for a
Semantic Web rules-language, combining sub-languafi¢he OWL Web Ontology
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Language with those of the Rule Markup LanguagédelRL)**. Rules are of the form
of an implication between an antecedent (body) @rsequent (head). The intended
meaning can be read as: whenever the conditionsfigokin the antecedent hold,
then the conditions specified in the consequent mige hold.

In order to increase the flexibility of semanticamework, SWRL rules are used
for mapping the SCOR-Full concepts to SCOR-KOS Owtances.

For example, all instances of the business-rulesdieom SCOR-Full ontology are
the same as SCOR Input/Output concept “BusinesgsREbr_Return_Processes”, if
there exists a return process in SCOR-Full ontolbich has a business rule from
above, as a setting:

business-rule(?x) /\ return-process(?y) /\ has-rule(?y,
?x) = SameAs(?x, Business_Rules_For_Return_Processes)

Similar correspondences between implicit terms GIO-KOS OWL model and
concepts of SCOR-Full ontology are establishealioding examples:

available-to-promise(?x) /\ time-range(?y) /\ has-
quality(?x, ?y) = SameAs (?y, Avail-
able_to_Promise_Date)

capability(?x) /\ return-process(?y) /\ has-quality(?y,
?x) = SameAs (?x, Capabilities_of the Return_Processes)

Semantic mappings between SCOR-Full and SCOR-K@8Blercharacterization of
supply chain operations managed by using SCORdritllogy, in context of SCOR
reference model. For example, based on the fistalsWRL implication, it can be
inferred that a business rule, which is asserteé8GOR-Full ontology as a setting for
an instance of the return process, is an outpth@fSCOR process element ER.01
Manage Business Rules for Return Processes. lopghpesite direction, relevant in-
ferences of SCOR-KOS OWL model can result with andl semantics of the se-
lected SCOR element. Similar implications can beved from other two examples
of the “Available_to promise_date” and “Capabilti®f the Return_processes”
SCOR concepts.

Explication of SCOR-Full concepts
SCOR shows lack of expressivity for a complete fairmodel. One of the evidences
is the lack of relationship between metrics andesys, which could point out to the
source of information needed for performance measant. This is obvious limita-
tion of the reference model and it can not be astd@ in the process of semantic
enrichment, as this relationship does not exist.

However, semantically enriched model facilitates #stablishment of the refer-
ences between formalized systems, system capedjlititended uses, etc., and goals,

44 http://ruleml.org/
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mapped to the metrics of the SCOR model, by udiegeikternal knowledge, formal-
ized in various domain ontologies.

Namely, if there exist systemg &nd S, driven by the ontologies&and Q (ex-
ternal knowledge), and if there exist alignmentissn these ontologies 602, the
competence of Owill be improved and Swill be enabled to make more qualified
conclusions about its domain of interest.

For example, in TOVE organization ontology, the @gpt of Communication-Link
(cl) captures the notion of benevolent communicaiio which organization agents
voluntarily provide information that they believeeaelevant to other agents. TOVE
organization ontology can be extended with a prypelrain axiom of the new infor-
mation-provided-by(inf,0a) relationship, establidheetween the concepts of Organi-
zation-Agent (oa) and Information (i):

information-provided-by(inf,0a) « inverse(inverse(h as-
sending-agent(cl,0a)) o will-volunteer(cl,i))

Assertions of the above TOVE relationships can xgo&ted for inference of the
sources of information relevant for measuring tleefgrmance of the process ele-
ments if the following assumptions hold true: 1p@nmization agent is an abstraction
of an information system concept; 2) The corresponds between TOVE Informa-
tion and SCOR-Full Inf-ltem instances are estaklisbr inferred. 3) SCOR-Full Inf-
Item are configured (Conf-ltem) and these confitjare are mapped to the corre-
sponding goal concepts.

Alignment of SCOR-Full ontology with other relevamtologies make all the re-
search efforts based on these ontologies complamewith this one, thus, improv-
ing the competence of the SCOR-Full ontology. Baneple, mapping of Location
instances to GIS (Geographic Information Systenmgplogies can provide routing
services for the shipment companies. Mapping ofl@cbinstances and correspond-
ing identifiers to UNSPSC or eClass ontologies eaable customers to identify the
suppliers of the substitutable or alternative part@ssemblies. Mapping of Process
elements to Partner Interface Process instand@ssettaNet ontology can enable the
collaboration between two companies using differst@ndards for modeling and
tracking their supply chain processes.

In order to improve the expressivity of the SCORH®Bmtology, it is mapped to
OWL representations of TOVE ontologies (resourceanization and underlying
activity-state-time ontologies).

TOVE Resource ontology sets semantic relations @ndtraints - axioms) be-
tween the notions of resource and activity. Thetstions enable the inference on the
commitment of the resources to specific activibgit consumption and availability at
given time. Thus, it becomes possible to explait éfbove mappings to improve the
competence of SCOR-Full ontology and ask additiop@stions about SCOR activi-
ties, such as: Which resources are committed (@itadole for commitment) to a proc-
ess element at given time? Is there an alternativen unavailable resource, to be
used by a process element at a given time? Or, spweific: Can the unplanned or-
der for manufacturing of the 10 hydraulic pumps,bt delivered until September
2010, be accepted (in context of available res@)fce
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Fig. 38. TOVE Activity-State-Time ontology

Alignment with TOVE Activity-State-Time ontology aebles SCOR-Full to infer
about the resources associated to an activity, proaess element, by exploiting
use(a,r), consume(a,r), release(a,r) and produreédations between an activity (a)
and a resource (r) concept. These relations represecalled terminal states and can
also be used to imply the pre-conditions and poaditions of the SCOR-Full activ-
ity. Namely, where Conf-ltem concept is used tocdbe a change of the properties
of a resource, including their existence and/onangjty, the above relations represent
the type of this change. ,Consume" state is egaeiviato a change of the resource,
which is used by the activity and will not existcenthe activity is completed. ,Use"
state imply some (or none) change of the propeiri¢ise course of performed action.
Both states are classified as enabling states sireeare the preconditions for the
activities. While ,Release"” state of the resourseaused state of the activity whose
enabling state is ,Use" of this resource, ,Produskite indicates that an Resource-
Item, that did not exist prior to the performandahe activity, has been created by
the activity. These two states are caused statdseddctivities, and are equivalent to
SCOR-Full post-conditions.

Finally, TOVE ontologies can provide information tre contents of the SCOR
activity (and potentially provide guidelines forlesgtion of corresponding SCOR
Level 4 tasks) by exploiting “conjucts” relation tfe enabling and caused states.
This relation facilitates the definition of the sstates of the given state and thus, it
defines the conditions-of-the-condition.
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Fig. 39.The portion of TOVE Organization ontology

TOVE organizational ontology (sé€g. 39 links the structure and behaviour of the
enterprise by using the concept of empowerment. davepment is defined as the
right of an organizational agent to perform stathanging (of a state or an activity)
actions. Mappings between TOVE and SCOR-Full faddi the usage of the external
enterprise knowledge to infer about who can definehange the state of Resource-
Item and thus, fulfil the precondition of the adity or about who has authority to
perform that activity.

In addition, mappings with TOVE Organization onmfofacilitates the improve-
ment of the structural and behavioural (in contéxirganizational goals) competence
of the SCOR-Full model. For example, answers toftilewing questions may be-
come available: Whose permission (if any) is neadeatder to perform the specific
task of selected process element (activity)? Whocwhority to verify the receipt of
the sourced part? Which communication link can $eduto acquire specific informa-
tion?, etc.

4  Semantic Interoperability of systems in supply chai

environment

SCOR-Full ontology is expected to support knowledgemagement in supply chain
operations. It classifies concepts and relevarda dajects, which can be used in col-
laborative systems. It enables lookup of data abjeequired for consistent and com-
plete definition of supply chain operations consejit provides a roadmap for im-
plementation of SCOR reference model. It does ngirove the expressivity of
SCOR, because it only uses common enterprise rsoind proposed generalizations
to formalize core concepts of supply chain operaticembedded in SCOR model
definitions. However, these generalizations enatiignment of SCOR-Full model
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with relevant enterprise models, such as TOVE ogtpland thus, exploitation of its
knowledge for improving the competence of SCOR.tlLand most important,
SCOR-Full ontology is expected to facilitate thenaatic interoperability of systems,
relevant for supply chain networks management.

While SCOR-KOS provides implicit semantics of thggly chain operations by
using a semantics representation language, SCOR4dmd its corresponding map-
pings with the domain ontologies and SCOR-KOS fitselakes this semantics ex-
plicit. Objective conceptualization and correspoigdexplicit representation of do-
main knowledge is considered as a main conditiomfaking the relevant systems
semantically interoperable. In this Section of thesis, an approach to the semantic
interoperability in supply chain networks which &ifs the defined formal frame-
work is elaborated. Also, some practical impactghaf semantically interoperable
systems to Supply Chain Management are discussed.

4.1  Description of the approach

Fig. 40 shows the extended view of the formal framewonk Sopply chain opera-
tions, presented in this Chapter. The formal fraowws developed on the different
levels of abstraction. Hence, it results with madwintologies, which are classified
into the layers of implicit and explicit semantisgmantic enrichment and the formal
models of design goals — application or problemas#ios (see ).

In the approach of semantic interoperability oftegss in supply chain environ-
ment, two application layers are added to the fofnaanework (sed-ig. 40). First
layer represents EISs, namely the sources of eldbcal islands of semantics,
owned by the individual enterprises. The secondrlagpresents Semantic Applica-
tions, which are typically implemented by Virtuaregding Environments (VBE)
with aim to support some of its integrative funospwhere all individual enterprises
from VBE may have benefits from performing thosediions or from providing the
relevant data for their performance.

Semantic applications actually exploit the corresjmnces which are established
between the formal framework for supply chain ofileres and islands of the local
semantics, represented by the local ontologiestherjoint benefit of VBE and ful-
filment of the cooperative goals.
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The local ontologies formalize the implicit datarr the heterogeneous sources in
order to facilitate the semantic interoperabilifytfte systems which store this data. In
order to cope with the implicitness of semanticghef enterprises’ realities, it is as-
sumed that: 1) these realities are representedébgdrresponding EISs, and 2) enter-
prise message models are based on EISs’ data moel@issented implicitly in their
databases. The proposed approach aims at maksgetitesentation - explicit.

The database-to-ontology method is employed inrot@éransform implicit En-
tity-Relationship (ER) models to explicit OWL repentations, namely, local ontolo-
gies. Then, these local ontologies are mappedctmanon, shared knowledge of the
enterprise collaboration environment, namely, fdrinamework for supply chain
operations, where different contexts may be ad#edh of the contexts corresponds
to a domain ontology, whose concepts are logiaaligted to the concepts of the local
ontologies. Thus, domain ontology becomes a diatipr a common knowledge of
particular enterprise perspective one can use ¢éoygihe hidden, implicit knowledge
stored in EISs. Hence, single, integrated accetfsetmultiple contexts of the particu-
lar enterprise concept will become possible.

Sometimes, Entity-Relationship models, namely dedalschemas, do not capture
the semantics of the application functionality amilerlying data models. When in-
formation systems are highly generic, the applicatiemantics is actually captured in
the populated table rows. For example, in Busifessess Management systems, the
structure of the enterprise processes, namely iéesy associated data structures
(messages), compensation and error handling bletksare defined by a system user
and are not expressed by the database schemask thses, the intervention of the
domain expert in enriching the conceptual model rayuseful. Some research is
tackling this issue by providing some tools to awdtically or semi-automatically
discover the semantics buried into existing dateepas (Astrova, 2004).

The above assumptions are made for the purposeakingthe process of local
ontology creation — automatic. Otherwise, the pnelition for this process would be
a detailed analysis of the involved EISs. Examiilehe work which follows this ap-
proach can be found in the work of Castano and Aeitis (1998). They “analyzed
the process descriptions for the aspects relatédfdomation and operation similar-
ity, to evaluate semantic correspondences betweecegses and identify activity
replication and overlapping, as well as for the emtp related to interac-
tion/cooperation, to evaluate the degree of cogphetween processes and identify
the type and the nature of exchanged informatiowdt.

In this work, the range of semantic interoperapilit clearly set to Enterprise In-
formation Systems. The interoperability of the eptises is considered as more com-
plex problem and is not addressed in this researbb. conceptualization of their
information systems is made on basis of the busit@gic, which is hidden in the
actual code, in most cases, and data model, refeeséy the corresponding rela-
tional database structure.

The EIS’s databases are considered as legitimatingt point for building a rele-
vant local ontology. Obviously, business logic whis encapsulated in the EIS’ will
remain hidden — only underlying data model is erplolsy ontology. The exceptions



are database’s triggers, which can be considerédiginess rules, if they are not im-
plemented only to enforce referential integrityttod database.

4.2  Benefits and impact

The stack of the semantic technologies, consigifngformal dictionaries or formal
ontologies, their representations, inference ergewed semantic applications, pro-
vides the means for development and implementatiannew layer of the enterprise
systems architecture. The main role of this lageioimake the implicit semantics of
the different existing enterprise systems (or ulyittey reference models) — explicit,
and consequently, mutually correspondent. Thusjaper is expected to enable the
semantic interoperability of these systems andiffaig better integration of the het-
erogeneous environments, such as supply chain retwo

In this scenario, EISs will be represented in thmantic layer by local ontologies
— semantically weak representations (OWL modelghefimplicit knowledge related
to the enterprise, and typically stored in relatiodatabases of the relevant systems
and in other data sources. Semantic matching teabaiand tools can facilitate the
contextualization and explicitation of the indivaurepresentations, by helping to
establish the correspondences between these refatses and relevant formal mi-
cro-theories, such as SCOR-Full. Consequently, sémmappings between SCOR-
Full notions and other domain and problem ontolegian be exploited for applying
an integrated approach to solving some of the sughin networks issues.

For example, the partner selection problem cansbecated with the definition of
the individual semantic query which expresses thfficient and necessary condi-
tions, regarding the capability, capacity, costikbility, etc. (SCOR-Full notion of
quality) of a specific resource or an agent (amasgpurces and agents of the whole
network). Mappings between those notions, usedduexy and defining correspon-
dences between concepts in the different locallogies, expressed as logical func-
tions, ensure that the single query is interpretadectly in each of the network part-
ners’ systems and corresponding data storagetiesiliThus, it becomes possible to
use a single query (expressed in a formal semartticexplore the whole supply
chain network, despite the heterogeneity of usatesys and their data sources (syn-
tax, data modelling patterns, etc.).

Collaborative process management can be facilifageshonitoring the state (con-
figurations) of the resource items in the semalatyer (by using a software agent),
and triggering appropriate actions (e.g. initiatBIGOR process elements, or equiva-
lently, launching the process activities) when dbiconfigurations are established.
Hence, desired configurations of the resource ifemose parameters are stored as
semantic annotations of the process models (getkbst the process modelling tool)
are continuously compared with the specific erditi¢ the relevant local ontologies,
and logically related with those items. Once thegdime logically same, the software
agent would assert a new individual of the Activigpe, assign an agent to this indi-
vidual and set other necessary properties. Thiagtavill also be propagated back-
wards, by assertion of the logically equivalent ecapts of corresponding local on-
tologies and consequently, update of the relevataldise(s). Thus, appropriate EISs
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will be affected by automatic insertion of the warkder, web service invocation,
issuing of the request for approval (authorizationgimilar action.

More details on how above-mentioned semantic laheuld be implemented are
given in the Chapter 4 of this thesis.
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Chapter 4: Implementation issues of the formal
framework for semantic interoperability in supply chain
networks

Abstract. In the previous Chapter, the conceptual descriptibthe formal
framework for semantic interoperability in supplyatn networks is presented.
It includes the formal models and relationshipsveen those models and tech-
nical components of the framework: enterprise imfation systems, local on-
tologies and semantic applications. In this Chajtesed on this conceptual de-
scription, the implementation issues and corresipondets of functionalities
are identified and elaborated. Then, the servieedapproach to commoditiz-
ing these functionalities as so-called Semantierbyerability Service Utilities
(S-I1SV) is proposed and described. Meta-model efrésulting architecture (S-
ISU Ontology) is developed and presented. Speoiald is given to the func-
tionalities of translation between implicit semantof the Enterprise Informa-
tion Systems and explicit local ontologies; andcpssing of the semantic que-
ries in the framework.

1 Introduction

In the last section of the Chapter 3, an extended wf the formal framework for
semantic interoperability in supply chain networkgpresented and described. This
view explains the role of the formal models for glypchain operations in achieve-
ment of the semantic interoperability within theply chain. It aligns these formal
models with the realities of the enterprises, ngrmaplicit semantics of its EISs.

Scheme aFig. 40in Chapter 3 illustrates this extended view -sitsl and relates
the main entities of the architecture for achievthg semantic interoperability of
systems in the supply chain. Here, the formal n®adebke explicit the common
knowledge of the supply chain network. The backbohéhis knowledge is SCOR
reference model. Then, this knowledge is relatettidocommon knowledge about the
enterprises or other perspectives of the supplyncfidis knowledge is represented
by the domain ontologies. Next, the common knowdedfythe supply chain network
is contextualized by using problem or applicatigriofogies, which formalize some
specific, integrative, shared, commonly used fuomsi of the network in a whole.
Finally, individual enterprises are representedhi@ formal framework by the local
ontologies.

The conceptual description of the formal framewalolove is considered as a start-
ing point for definition of the technical architaot for semantic interoperability of
systems in supply chain networks. On basis of deiscription, the implementation
issues are identified and elaborated. The techaiwhlitecture consists of two sets of
functionalities: first is associated to the VBEtb& supply chain network; the second
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one is related to the individual enterprises. Tihplémentation issues correspond to
those sets of functionalities and they are, asait

1. Automatic or semi-automatic transformation of theplicit semantics of the EISs
to formal local ontology;

2. Scalability of the framework, namely, the processaading new local ontologies
(enterprise registration) and new domain ontoloduistionary registration, in-
crease of expressivity) to the framework;

3. Automatic or semi-automatic reconciliation of thrddad local or domain semantics

with the existing knowledge;

. Robust and reliable distributed reasoning;

. Single point of access to the knowledge framewoitke-facility which can process

“Ask” and “Tell” semantic queries, take corresparglactions and return results in
the form of ontology, if relevant.

[

The implementation issues above correspond tossoddtinctionalities or capabilities
of the formal framework for semantic interoperapiln supply chain networks: trans-
lation, registration, reconciliation, reasoning aneery processing. Each of these sets
may be directly or indirectly used by any or allmieers of the VBE. Thus, it is con-
sidered as very important to commoditize thosetionalities, namely, to make those
sets uniform, accessible and affordable, and thasy to utilize by any or all mem-
bers of the VBE.

Continuous utilization and commoditization has badyasic feature of technology
advancement in any field. In the field of IT, thigans that the basic functionalities of
IT should be made available to all enterprises aemgnsively and non-
discriminately. In the recent years, it became ewidhat this will be achieved by
providing the IT functionalities by using Softwaas-a-Service (SaaS) paradigm. This
paradigm revolutionized delivery of software, byeleping and introducing new
business models, such as rent-a-software or paygeerHence, it enabled a wide
range of choices in the way one enterprise (orwm®y) are leveraging specific com-
puting (or storage) asset. Technologies of Clouch@ting or Cloud Networkirf§
went even one step further, by providing infradinial services, such as virtual ma-
chines or dedicated networks.

Recently, research community launched systematicoagh (Li et al, 2006) to
commoditization of the Enterprise Interoperabilitinctionalities. The approach is
based on a premise that Enterprise Interoperalfilitgtions should be delivered as
services, in the form of so-called Interoperabifitgrvice Utilities (ISU). The general
vision of the approach is to have interoperabiityenterprises becoming a part of the
basic IT functionality, so it can become a fundatakpremise that all enterprises can
leverage.

The term of Interoperability Service Utility (ISWD.i et al, 2006) is used to denote
the overall system that provides enterprise interalpility as a utility-like capability.
That system comprises a common set of serviceddidrering basic interoperability
to enterprises, independent of particular IT solutleployment. The utility metaphor

4% GENI Project of NSF
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is used to indicate that enterprises should be tabéxpect and afford basic, interop-
erable IT as a critical infrastructure for operatijust as water or electricity.

In this Chapter, the concept of Interoperabilityng=e Utility is elaborated and
customized with purpose to address the implememtagsues of the formal frame-
work for semantic interoperability of systems irpgly chain networks. First, the
concept of ISU and current approaches to ISU deweémt are described. Then, from
the aspect of implementation issues above, thetibmad requirements of Semantic
Interoperability Service Utilities (S-ISU) are dedd. These requirements were used
to elaborate the proposal of the architecture efShHISU technical framework. Each
of this architecture’s components is described thede descriptions are formalized
by S-ISU ontology — a meta-model of the architeetior semantic interoperability of
systems.

2 Interoperability Service Utilities

ISU is envisaged as a transparent, scalable, vendependent infrastructure (sys-
tem), built upon the paradigm of SaaS, leveragipgnostandards, available and ac-
cessible to all and by all. It is considered asléngentation of the capability that is:

— available at low cost,

— accessible in principle by all enterprises (unigkms near-universal access),

— guaranteed to a certain extent and at certain ilav@tcordance with a set of com-
mon rules,

— not controlled or owned by any single private gntit

The ISU is conceived to be a basic “infrastructutleéit supports information ex-
change between diverse knowledge sources, softymniecations, and Web Services.

Collaborating Innovation Ecosystems
Collaborating Enterprises

o

Value-added and proprietary IT services

ISU

Web

Internet

Telecommunications

Fig. 41.Conceptual view of ISU.
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It will make use of the new generation of Web tealbgies and enable knowledge-
oriented collaboration. Conceptually, the ISU ctngts the next “layer” of open
cyberspace, as depictedrig. 41

The ISU implementation assumes several princiglésyhich the most important
is functional decentralization. It implies peergeer communication and intelligent
end-points. Latter is a proposed solution for tesuanption that precise location of
services and the means to access them will notéegtermined. Second, ISU must
leverage open standards and specification andrétsitecture will be based on the
modular software blocks, avoiding hierarchical layg. Third, its architecture must
be transparent, so it is possible to build add@lpwalue-added capabilities on the top.
Fourth, the environment and conditions in which thessage transactions between
services occur must be clearly defined, predictablg uniform. Fifth, key feature of
the ISU architecture is scalability. This concere$able information propagation
across multiple systems to a growing number of goidts but also inter-working
with and transitioning from existing systems.

The ISU aims to provide and guarantee accessitdeoperability infrastructure to
the enterprises. This infrastructure includes sewsyi such as basic information ex-
change over the Internet, transparent semanticod@ion, handling quality of ser-
vice, etc. Some potential ISU services are:

— Services that facilitate real-time information shgrand collaboration between
enterprises such as reasoning, searching, discogeemposition, assembly, and
automatic delivery of semantics;

— Services that leverage emerging Web technologiegrabling a new generation
of information-based applications that can self-pose, self-declare, self-
document, self-integrate, self-optimize, self-adapt self-heal;

— Services that support knowledge creation, managegraad acquisition to enable
knowledge sharing between virtual organizations;

— Services that help connect islands of interopeitahily federating, orchestrating,
or providing common e-business infrastructural téjiees such as digital signa-
ture management, certification, user profiling,nty management, and libraries
of templates and interface specifications;

— Services that support the next generation of eAgsi services such as verification
of credentials; reputation management; assessniesbasiness capabilities; as-
sessment of collaboration capabilities; facilitfes data sourcing, integrity, secu-
rity and storage; contracting; registration andellihg; and payment facilities,
among others.

2.1  Current approaches to ISU development

Although the challenge of Interoperability Servidglities has been set in 2006, the
literature analysis shows that there are only a dempts to address this challenge
and describe and deliver practical interoperabddiutions on the top of this concept.
In this thesis, four researches are shortly desdrifind presented, indicating the
current understanding of ISU concepts in the refeeommunity and setting the first
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cases and consequent evidence on their appligalilitose researches correspond to
the works on: 1) developing ISU platform for autdsite Supply Chain Management;
2) developing iSURF ISU for semantic mediation lafnming documents; 3) develop-
ing e-mail-based ISU for small and medium entegsignd 4) using ISU paradigm to
define the corresponding issues of ATHENA interapdity framework implementa-
tion. With the exception of the first work, all @ts are performed in the scope of the
FP7 projects, funded by EC, respectively: iSURFMBOUS and COIN.

ISU platform for automobile Supply Chain Management
Zhang et al (2008) developed an Interoperabilityvf8e Utility platform for automo-
bile Supply Chain Management. In the platform, ioperability is considered to be a
utility-like capability and delivered in the fornf 8&aaS. Zhang et al specified these
ISUs and proposed an interactive framework whichsisd to establish interoperabil-
ity between two of those, namely Supply Businesmag@ment (SBM) and Ad-
vanced Planning and Optimization (APO). SBM senig@xpected to help the as-
sembly factory to deal with businesses relatedippbers such as bill inquiry, inven-
tory management, and payment management, etc. AR, companies can optimize
their supply chains to reduce costs, improve produargins, lower inventories, and
increase manufacturing throughput. APO necessitg¢etding when to build each
order, in what operation sequence, and with whathings to meet the required due
dates. In real world, most of the SMEs can't afftind expensive software systems
with the same function of SBM and APO. Therefohe goal of the ISU platform is
to facilitate SMEs’ participation to collaboratigupply Chain Management proc-
esses by invoking SBM service and APO service erflth

Fig. 42illustrates the architecture of ISU platform. Therk of the services is fa-
cilitated by the data layer, while portal servestlas presentation layer and single
point of a user access to the Virtual Breeding Emunent. ISU services layer is the
most important in the platform and it currently tains SBM, APO, SMS and confer-
encing services. In the composite services lapergkisting services are dynamically
composed according to the identified or occurrecducnstances of production.

103



Personal Work-Space : Personal Work-Space
”””””””””””” e . )
Composite services i 3
8BS Training Cther
Service Service Services
A
18U =rvices
B AFO s Conference
Service Service Service
)'
Support services
User Mgmt Security Data Log Mgmt
Service Service Service Service

________

e R R e ]

Fig. 42. Architecture of the ISU platform.

The associated methodology allows establishingapterability by: (1) constructing a
Virtual Enterprise by identifying and involving vaus actors and stakeholders; (2)
dynamically composing available ISUs according dentified requirements; (3)
evaluating and improving the interoperability s@utin practice.

ISU for semantic mediation of planning documents.

The main functionality of iISURF ISU (Dogac et afi(B) is to perform the semantic
mediation of planning documents across enterpligassing a common denominator,
OASIS (Organization for Advancing open Standards tfee Information Society)
UBL documents.

Universal Business Language (UBL) is a frameworksisting of library of stan-
dard electronic XML business documents, such ashase orders and invoices and
customization methods. In order to provide semaintieroperability and mediation,
iISURF ISU has the capability of translating UBL doents (Yarimagan and Dogac,
2009) of one enterprise to another. The assumjgiorierconnection of EISs with the
collaborative planning environment, where legacpligations are wrapped as seman-
tically annotated web services. In order to avdid bottlenecks of the centralized
architectures, iISURF ISU is designed to performasgin mediation on a distributed
architecture. Namely, the tasks are distributed rammultiple servers for balancing
the workload.

The infrastructure of iISURF Interoperability Seevidtility is illustrated in thd=ig.

43. The most critical building block in iISURF ISU tse semantic mediator. Since
UBL customizations of partners in the supply chaaie independent from each other
and might be industry specific; different plannitgcument structures are created in
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each enterprise through the iISURF semantic UBL @unigiation Tool. In order to
provide semantic interoperability and mediatiorttidse documents, iISURF ISU can
translate UBL documents of one enterprise to amothethe semantic mediation of
UBL documents, iSURF ISU uses intelligent algorithamd description logic reason-
ing services, based on the semantic annotationse riradhe UBL customization
phase. In order to avoid the bottlenecks of théraéred architectures, iISURF ISU is
designed to perform semantic mediation on a digteidh architecture in which the
tasks are distributed among multiple servers féarizang the workload.
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Fig. 43.iSURF Interoperability Service Utility architecture

In the architecture, web services are used forctmmunication between the enter-
prises for document exchange. Achieving the compatitin via web services con-
tributes to the platform independence for the qmises in the supply chain. Existing
services of the enterprises are designed to beserpas web services so that the leg-
acy applications will not have to be re-implementdmodified. Furthermore, the
web service operations are also semantically atewt® facilitate discovery of the
services.

iISURF ISU platform is extended (Kabak et al, 20@®)provide interoperability
services to all CCTS (UN/CEFACT Core Componentshhéal Specification) stan-
dards based documents. CCTS provides a methodtdomientify a set of reusable
building blocks, called Core Components to credéetenic documents, such as
UBL, GS1 XML and OAGIS. Universal Business Languages the first implementa-
tion of the CCTS methodology in XML. CCTS based wlnent standards are not
interoperable (because they apply the CCTS methggdlifferently) and it still re-
quires experts to discover the correspondenceseketwocument artefacts and to
map them. So, semantics of CCTS is defined thraufirmal, machine processable
language as ontology and the Web Ontology Lang¢@y¥L). This is considered as
“upper” ontology. Other developed “upper” ontolagjiare GS1 XML, OAGIS and
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UBL (standards derived from CCTS). Then, on badighe “upper” ontologies,
document schema ontologies are developed, forrdiffeschemas. Finally, from this
ontological framework, relationships between défarartefacts of different standards
can be inferred.

Recently, the platform is upgraded to support CPE&laborative Planning, Fore-
casting, and Replenishment) guidelines (Kabak,e&t(9) and thus, facilitate seman-
tic reconciliation of the CPFR related documentd anterprise planning applications
formats. Collaborative Planning, Forecasting, arglBnishment (CPFR) guidelirfés
describe collaborative business practices whictblentne trading partners to have
visibility into one another’s critical demand, tbeder forecasts and the promotional
forecasts through a systematic process of shardagnmg information, exception
identification and resolution. The main objectiieGIPFR is to increase the accuracy
of demand forecasts and replenishment plans, resgess lower inventories across
the supply chain and attain high service levelsriaking right products available at
right locations. CPFR proposes a planning procdsshiinvolves a number of trans-
actions between partners exchanging planning doctsmneith each other. Although
CPFR provides guidelines, there is no machine gsaide process templates defined.
Also, CPFR does not mandate any technology to impt¢ the CPFR approach.
iISURF ISU achieves the semantic reconciliationhef planning and forecasting busi-
ness documents exchanged between the companiesliagcto different standards.
Now, these standards include CPFR.

Finally, iISURF is also associated to the resoluttbthe systems’ visibility gaps.
In the supply chain, the internal planning and deifing systems base their decisions
on inaccurate and out-to-date data which resultsuinroptimal decision-making in
the whole supply chain. Thus, RFID technologieseanployed. Smart Product Infra-
structure (SPI) enables SMEs to collect real-timepct visibility events from mas-
sively distributed RFID devices; filter, correlaaad aggregate them in order to put
them into business context. Through the integrabdbmiSURF with Smart Product
Infrastructure (Dogac et al, 2009), most of the uamperations related to the visibil-
ity of the product in the supply chain are expedtetbe eliminated, by applying the
product coding reconciliation system. Some appbeet include RFID based auto
inventory system, non-intrusive anti-theft systetermn tracking system and a system
facilitating automatic match of order document witnsport document.

E-mail-based ISU

The main motivation of the e-mail-based ISU (Trueh@l, 2009) development is the
fact that SMEs cannot afford to have skilled ITnh@nage a complex network of
SMEs or to take a long learning curve to masterplerminteroperability solutions.
SMEs need simple, almost zero-cost solutions.

To implement the utility-like capability, this worklies on email communications.
The rationale is that email systems, based on SkITdP with diverse email clients
available, are widely used in most SMEs and areriet-scale. The architecture of
the Commius framework is designed as an open, sécamd customizable system,

46 «y|CS, CPFR-AN Overview”, 2004
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supporting networks of cooperative SMEs to perfeheir daily business based on
emails and Web. Examples of the tasks in which ft@mework may help are an
invoice asking for a specific document, a simplayé¢o requests or surveys, order to
services and hardware suppliers, etc. Such tasksireeinteroperability solutions

spanning from system to data/semantic to procegsdaand everything is done via
emails.

Fig. 44illustrates the architecture of Email-based ISUSMEs. User tools rely on
existing email tools and Web browsers and do mptire any modification or plugins
for email tools and Web browsers. Email Gatewaygmlis responsible for intercept-
ing and post-processing emails. Modules and Modildémagement include system
and business-related modules that handle interbjigrdaasks to fulfill the request of
emails passed through the Commius.

Embedded links.

rmans—b Mail ClieNnt — se— \Veb Browser |
; : User Tools _‘_

Email

Module Management
Server

| sa H Web ‘
o ) Process Interoperability Components | database SERVICEE )
z e
_ Modules Semantic Interoperability Components 7= kT
aract |
e = RequestiRespanse ‘ ERE: I B
Email System Interoperability Components s R il ———
Gateway Annotated - - T a - b
Plugin i Security and Privacy Data Management [ Document || ‘Wordiows
I e Components Components \ s

Hosting Environment

External systems
Fig. 44. Architectural overview of Email-based InteropeliépiService Utility.

System Interoperability components support funetiibies for achieving system in-
teroperability, such as providing a basic interapdity infrastructure over SMTP to
extract information from emails and annotate emeaiith new information and to
integrate Commius with external systems in ordeadoess legacy/external informa-
tion and services. Semantic Interoperability congmis include components provid-
ing functionalities for achieving semantic interogtality, such as providing facilities
to achieve semantic alignment, facilitate conceggatiation, and to annotate mes-
sages with meta-data to embed semantics within.tieotess Interoperability com-
ponents offer functionalities for supporting pracé@steroperability, such as features
to configure process modules, to match and adaghess processes.

The core entities of the Commius can interact witternal systems, which are not
part of the Commius. External systems include comBpecific legacy systems in
SMEs as well as other services supporting the kasiof SMEs.

When an email arrives, the Email Gateway Plugin @itract metadata from the
email and its attachments, such as sender andreedeformation, existing Commius
embedded header information, and relevant keywdrtas.extraction is performed by
applying regular expression rules which are prewefiand updated regularly. The

107



extracted metadata, a set of keys and valueseis é¢nriched with other metadata
related to business activities. This enrichmenaébieved by using semantic and
process interoperability components to analyzesitected metadata.

Based on the enriched metadata, the Module Manmgérms a matching process
to select the right module to handle the emailsThatching process utilizes various
sources of information, including extracted keywsrthodule description, historical
data, rules, and components, and in particularastminformation. For example,
based on pre-defined rules and metadata a modulébeaselected. This happens
when the user knows for sure which modules shoubdgss which emails. When
selecting a module, the Module Manager can alseract with the user, in case it
cannot decide the right module (e.g., due to roleflct or missing information). In
this case, the Module Manager will inform the uséh an email including embedded
links.

When a module is identified, the email and enrichredadata are forwarded to the
module which processes the request. Here, in tliehing process, the Module Man-
ager treats modules as black boxes. Then it obthmsesults from the modules and
passes the result to the Email Gateway Plugin wbichbines and prepares the result
in a right format before sending the resulting éfepto appropriate recipients.

ATHENA Enterprise Interoperability Services

Previous three referenced works are developmeati&il. Moreover, a bottom-up
approach is applied, in the sense that the develfnaeneworks and tools are fitted
into the paradigm of Interoperability Service Uids.

The work of Elveseaeter et al (2008) is consideretbpsiown approach. They iden-
tified Enterprise Interoperability Services on thasis of the ATHENA Interoperabil-
ity Framework and defined the functional requiretadar their architecture.

Their approach uses ATHENA framework’s dimensidosglassify interoperabil-
ity services into:

1. Model-driven interoperability
— Model Transformation Service Engine, based on M@8hnhologies, which
will provide functionality for storing, searchingi@ executing model-to-model
and model-to-text transformations, in order to ovene the incompatibilities
between different modeling formalisms,
2. Enterprise modelling interoperability
— Enterprise Model Interchange Service based on P@&ta-model - a flexible
intermediate language that facilitates model exgbdvetween different enter-
prise modelling tools;
— Enterprise Interoperability Maturity Assessmentv8&r to assess and improve
the level of interoperability,
3. Business process interoperability
— Cross-Organizational Business Process (CBP) MaodgS8iervice;
— Semantic Business Process Modelling Service thalsdeth enrichment of ex-
isting business process models with semantic ationta
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— Semantic Business Process Management Service nmttagéife-cycle of de-
ployed business process models independently ofitiakerlying process en-
gines actually executing the model,

4. Service interoperability (WSMX),
5. Semantic mediation interoperability

— Semantic annotation service;

— Semantic mediation and reconciliation service;

— Semantic mapping assessment service

6. Information and data interoperability

— Transactional Data Interoperability Service consdire exchange of informa-
tion between two distinct actors;

— Massive Data Interoperability Service concerns gikehange of information
among multiple actors.

3 Semantic Interoperability Service Utilities (S-1SU)

One of the design principles of ISU is that it @ifd services. Thus, in general, inter-
operability becomes intentionally restricted andtiphbecause it depends on their
scope and functionality. The restrictions of seeviciented approach can be consid-
ered in two aspects.

First aspect is related to the scope and avaitahof existing enterprise services
which is a precondition for ISU implementation. 8ed aspect of the conditionality
is related to variety and diversity of interopelipservices.

For example, in the work of Zhang et al, ISU segsitayer is organized in a func-
tional way, where SBM (Supply Business Managemant) APO (Advanced Plan-
ning and Optimization) ISU services are considexgdhe most important. It's ques-
tionable whether those two services should be densd as interoperability services,
at all. Namely, SBM and APO expose certain busirfiesstions and processing ca-
pabilities to the public (actually, to the VirtuBreeding Environment), but they do
not provide the interoperability capabilities. Atlgh SBM and APO may be used in
the platform to build composite services, those posite services would be of re-
stricted functionality, due to the lack of varietfithe building blocks.

Although the interoperability restrictions are ritect implication of the func-
tional organization approach, it is obvious thatthis case, the scope of interoperabil-
ity between two systems will depend on the vargdtgvailable functional interopera-
bility services.

The scope restriction is even more evident in tbekvof iISURF ISU development.
iISURF platform is based on the document models.cEleits purpose can be consid-
ered more like syntax than semantic interopergbiemantic mediation is the only
ISU service in iISURF. It reconciles the models efwlow level of abstraction. This,
bottom-up type of approach contradicts to a usuattite of ontology engineering.
However, bottom-up approach also has many advasitagech are discussed previ-
ously in this thesis.
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Commius approach of using SMTP infrastructure ttomatically interpret and
consequently process email messages does notlpetddiess systems interoperabil-
ity. It provides one solution to achieving interogiglity within business communi-
ties, such as VBEs, where human communication mimkating over systems’ col-
laboration.

In this thesis, an approach to developing the fomna technical architecture for
semantic interoperability of systems is proposéds Pproposal goes beyond the exist-
ing work in the following aspects:

— The proposed architecture takes into account tseicgons of the functional ap-
proach and it assumes that enterprises shouldthese own decision (based on
their interests, needs and requirements) on whichqd their semantics should be
made interoperable;

— This semantics is described by the local ontologid®e main objective of the
framework for semantic interoperability of systeim$o make those ontologies in-
teroperable;

— Minimum technical pre-requirements are foreseerefmh enterprise which wants
to take part in the interoperable world of the WaitBreeding Environment;

— The formal framework is not associated with sonwagie facility; the formal
framework facilitates delivery of the informatiory lcombining their sources
(namely, local ontologies). Only meta-informatianther than a formal framework
- common ontologies) about the interoperable systisrkept centrally;

In this section, the requirements for semanticrogerability of systems are analyzed
and Semantic Interoperability Service Utilities adentified. Also, certain design
decisions about the conceptual architecture areosdsed. Then, identified service
utilities are described in the architectural cohtexd inter-related. This description is
formalized in the S-ISU Ontology for semantic imjgerability of EISs. Finally, each
of the service utilities is described in detail ttwgeneral focus on the services for
local ontology generation and semantic queryinthefoverall platform.

3.1 The functional analysis of Semantic Interoperabiliy Service Utilities (S-
ISU) framework

The focal problem of semantic interoperability gétems is identification of the logi-
cal correspondences between two models, where fothse models is implicit rep-
resentation of the enterprise (or one of its cas)eknowledge and the another is
explicit model of the enterprise or some of itsdtions.

Hence, the most important service in the S-ISU itecture is Semantic Recon-
ciliation Service. The process of recognition andsome cases, assertion of the rela-
tions between the concepts and individuals of twtnlogies, corresponds to the on-
tology operations: merging, mapping, alignmentineshent, unification, integration
or inheritance. Those tasks are difficult and canm® performed automatically in
non-trivial cases. Typical reasons are usage of ggpressive languages which may
result with undecidability or insufficient speciitton of conceptualizations for find-
ing similarities between those. Obviously, SemaR@&conciliation Service must be
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coupled with client software, which needs to faaié review and approval of sug-
gested generated mapping axioms, as well as massaitions.

In semantic interoperability architecture, an gmtise is introduced by its local on-
tology or ontologies. The local ontology may be &mynal model of the enterprise or
any of its contexts, which describes some realitgroenterprise, and with which the
enterprise wants to be represented in the inteatypemworld. Introduction of the en-
terprise is enabled by the Registration Servicdadtlitates declaration of the local
ontology (or ontologies) location and rules for satic queries handling. Namely,
enterprise may decide to unconditionally restrimtess to specific information (sub-
graph) in the local ontology. Or, enterprise mayita be capable to manage access
to particular information per request in the pracetquery execution. It is important
to note that, in latter case, the process of sémanerying will become asynchro-
nous. Registration Service is also used for regigiethe domain ontologies. These
ontologies describe different perspectives to aergprise or one of its contexts. For
example, they may be used to specify the concapatians of the standard dictionar-
ies’ implicitly defined concepts.

The local ontology is representation of the impleemantics of an enterprise. If
we assume that the realities of an enterprisetaredsin the corresponding EISs, we
can identify their relational databases and otta¢a dtorage facilities as valid sources
of this semantics. Some arguments for this assoemgtie described in Section 4.1 of
Chapter 3. These databases need to be exposextitam way, in order to enable the
transformation of the implicit enterprise knowledtpey contain to a valid local on-
tology. Thus, the Transformation Service Ultilityidentified as an element of S-ISU
architecture. This utility is already developed aedcribed in detail in Sectidh3 of
this Chapter. The approach enables the complaim (fne aspect of OWL expressiv-
ity) explicitation of the implicit semantics of tiER model, as well as full correspon-
dence between semantic and database queries.orhesmondence is exploited in the
design of the Semantic Query Service.

The Semantic Query Service is considered with “Agktl “Tell” interfaces, ena-
bling extraction of relevant instances and assertibnew ones in designated local
ontologies. Semantic Query Service is a single tpofiraccess to the overall knowl-
edge of the interoperable world. Its “Ask” interéaaccepts semantic (e.g. DL — De-
scription Logics) queries in the form of a pair (O), where O is a set of concepts
which need to be inferred and C - a set of re@tristto be applied on their properties,
namely value and qualified cardinality restrictipaad cardinality constraints. When
mappings between registered local and domain ogy¢d are consistent and com-
plete, one can use the dictionary of the domainlogy(s) to build semantic queries,
without any knowledge on the underlying semanticte enterprise local ontologies
(zdravkovic et al, 2011). The “Tell” interface dfe SQS, accepts semantic queries in
the form of a triple (A, C, U), where A is a setadsertion statements, C - a set of
conditions represented by a common dictionary(sicepts and U — identifier of the
local ontology where assertions need to be madee Metails about how the Seman-
tic Query Service Service works can be found iniSe8.4 of this Chapter.

In a distributed environment, a reasoner may beeteas a self-contained compo-
nent. It is used when semantic queries are issu@dtbe process of semantic recon-
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ciliation. A first step towards the provision ofasoners that can be deployed in a
distributed architecture is the Description Logicsplementation Group’s (DIG)
specification of the DIG Interface (Bechhofer aratédt-Schneider, 2006). The DIG
Interface provides an implementation-neutral meidmarfor accessing DL reasoner
functionality and is supported by the most of trexjfiently used reasoners. It accepts
HTTP requests and responds accordingly with theteciindefined by an XML
schema. Since DIG is simply a protocol that expdlsegeasoner, it does not support
stateful connections or authorization. Hence, a&®in Reasoning Service is antici-
pated in the architecture, to be implemented ortapeof the DIG interface with pro-
vision of functionality which is not inherently sogrted. Almost all the work on se-
mantic reasoning still assumes a centralized approdoere all inferences are carried
out on a single system. However, transfer of theglete model to a central reasoner
takes time and reasoning systems have limited pediace (Schlicht and Stucken-
schmidt, 2009). There are different strategies @ama, 2000) for parallelizing logi-
cal inference, which can be used for its implem@na Thus, Semantic Reasoning
Service is envisaged as distributed service.

On the basis of above analysis, the architecturadhieving the semantic interop-
erability of the EISs, namely, S-ISU architectuiseproposed. It consists of the onto-
logical and utility frameworks, located and expoitcentrally or locally. Here, the
terms “central” and “local”, imply distributed compent infrastructure, where some
of its assets are located behind the enterprisewdils, while others are shared by the
pool of enterprises, or owned by its brokeig. 45 shows the component view of the
S-ISU interoperable world’s architecture.
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Fig. 45.Component view of the S-ISU architecture.

Locally, enterprises introduce their implicit serties, residing in the EISs’ databases,
native and exchange formats, etc., to the inteedgerworld, by using local ontolo-
gies. They are mapped then to an arbitrary numbeertrally stored domain ontolo-
gies (DomOnt,), which formalize the dictionaries, so one canrguke local ontolo-
gies of unknown structure, by using terms from knawnodels.
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At the central level, so-called application, or [geon ontologies (ProbOnt) are
introduced. They are used to formalize specifitednative functions of the Virtual
Enterprises, e.g. collaborative business processgenent or biding. Problem on-
tologies are used then by the shared semanticcapipls which facilitate these func-
tions (SemApp.).

On Fig. 45 ontologies are mutually related by import relatio(dashed lines).
Other relations between components are of “usg®.tin this architecture, we dis-
tinguish between the services which are used duhiadifecycle of the Virtual Enter-
prise, namely Semantic Querying Service (SQS) apasBning Service (ReaS) and
those which are used only once, in the procesheolirtual Enterprise’s formation,
namely, Registration Service (RegS), Semantic Ralation Service (SRS) and
Transformation Service (TrS). As mentioned befdiee supportive applications
(RegSApp and SRSApp) are introduced in order tdittae a human involvement in
the processes of registration and semantic redatioil. Their inner workings are
considered as trivial, so they will not be discassedetail.

Single point of access to an interoperable worlpr@ssided by Semantic Querying
Service, namely its “Ask” and “Tell” interfaces. @& accept the semantic queries,
where these queries may be built by a user, a denapplication or another service.
Upon receive, the “Ask” query (built by using onktbe registered dictionaries) is
interpreted “in the languages” of each of the tegesd local ontologies. This transla-
tion is done by the Reasoning Service, based om#mpings between used diction-
ary and the local ontologies. Then, the local qsedre launched concurrently. Local
query execution is performed by the listeners, llecanponents of the S-ISU archi-
tecture. They accept the individual requests féarination and launch the queries. If
the enterprise decides to host a dedicated readbeerit is used for inference of the
query results. Otherwise, a central reasoning serg invoked. Based on the access
rules, the results (OWL triples) enter the apprqwalcedure (facilitated by Authori-
zation Semantic application — AuthApp, to approveleny requests) or are immedi-
ately delivered back to the Semantic Querying $ervin a former case, process of
semantic querying is asynchronous. Hence, it ifopaed by the Semantic Querying
Service in different “request” and “receive” thread

3.2 S-ISU meta-model

The architecture described above is formalized Hey $-1SU ontology. The S-ISU
ontology is illustrated ofig. 46.
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Fig. 46.S-1SU Ontology

The main concept of S-ISU ontology is a Componevitich classifies Interface,
Data-Container and Utility concepts. Other top lesencepts are Actor, Process,
Data and Function (only used to aggregate natargjuage descriptions of the func-
tions).

In the context of interoperability, an Interfacehg main functional component of
S-ISU. Data-Container is any component which ingelsome kind of data persis-
tence, asserted by “stores” relationship, and agges the concepts of Database, File
and Ontology. Utility is an abstract concept whishbtypes are Enterprise-
Information-System, Listener, Semantic-Applicatimnd Service and their instances
are expected to be directly asserted to S-ISU ogyolAn Actor is defined as some-
thing that uses some utility. It classifies emplegiedepartments, enterprises, Virtual
Breeding Environments (VBE) and Virtual Enterprige¢&), while additional proper-
ties describe relationships between those. Theatoreships may be used to infer the
accessibility of a particular utility by specifictar, based on the ownership and col-
laboration properties.

More important, the relationships can point out rghiateroperations between en-
terprises in a VE take place. Namely, a VE is aber®d as a set of processes, config-
ured by simple precedence relations. Then, VEssmbled of the enterprises which
implement its processes. Thus, partnership relaifahe enterprise in specific VE is
inferred as a property chain:
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implements-process(Enterprise, Process) o is-proces S-
of(Process, VE)

Each of the processes is assigned to an individotrprise in the process of VE
formation, while additional assertions are madddolare which EISs, owned by the
enterprise facilitate the specific process.

Interoperations between two enterprises occur vh@nocess, owned by one en-
terprise, precedes (or succeeds) the process tieandience, enterprise interopera-
tion relationships may be inferred by using SWRleru

Process(?pl), Process(?p2), Enterprise(?el), Enter-

prise(?e2), implements-process(?el,?pl), implements -
process(?e2,?p2), precedes(?pl,?p2), Different-
From(?el,?e2)->interoperate-with(?el,?e2).

Key concepts and properties for making this infeesare presented Big. 47a. Fig.

47b shows example processes (with asserted precedeatienships) of the VE for

snow making facility engineering, assembled of ¢heaterprises, where implements-

process property is illustrated by the patterrhefénterprise and process individuals.
Based on a rule above, following inferences areanad

interoperate-with(‘Pumps-Inc', 'Snow-Solutions-Inc' ),
interoperate-with(‘Lenko-Snow-Inc', 'Snow-Solutions -
Inc"),
interoperate-with('Snow-Solutions-Inc', ‘Lenko-Snow -
Inc"),
interoperate-with(‘Snow-Solutions-Inc', ‘Pumps-Inc' ).

The last top-level concept, Data is consideredngthing that is exchanged between
the utilities, in specific, their interfaces andretd in some Data-Container.

A functional unit of the service utility is its eface. Thus, service may be multi-
functional, depending on the interface(s) it impéens. In that sense, role of the ser-
vice in S-ISU architecture is attributed, not givserd is inferred as:

Service and has-interface some (has-function value
‘<literal>")

, where literal describes the function (‘functieasoning’, ‘function-transformation’,
etc.).
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Fig. 47.Organizational view of an example S-ISU Ontology

While Fig. 47 illustrates portion of the organizational view $iSU ontology, com-
ponent architecture is described by its asset vig@merated by dependency relation-
ships inference. Dependency analysis is generateidferring “uses” relationships
between the components of S-ISU, on basis of thertesl sub-properties of transitive
'uses' property, such as imports(Ontology, Ontdlogises-data-container(Utility,
Data-Container) and uses-utility(Utility or Actodtility). Where latter is used to
assert the interoperation relations between genilites in S-ISU, interoperation
between registered (asserted) EISs is inferrecsmgusWRL rule:

EIS(?ul), EIS(?u2), Process(?pl), Process(?p2), Ent er-
prise(?el), Enterprise(?e2), facilitates(?ul, ?pl), fa-
cilitates(?u2, ?p2), implements-process(?el,?pl), i mple-
ments-process(?e2,?p2), precedes(?pl,?p2), Differen t-

From(?el,?e2)->system-interoperate-with(?ul,?u2).

It is important to note that interoperation projesrtare not symmetric, because the
semantic interoperability of systems is considerednidirectional.

Dependency analysis is demonstrated on the exaofitlee snow making facility
manufacturing supply chain, where ontological framek for semantic interoperabil-
ity, based on SCOR model is applied. Asset viewhef S-ISU architecture in this
case is shown oRig. 48 The illustration distinguishes between assertadponents
(depicted by rhombs of different patterns, depemdin the ownership of the corre-
sponding components) and generic components otJS{d8picted by squares), both
individuals of S-1ISU ontology.

Also, membership of the individuals to S-ISU cortsgf®val symbols) is asserted
and shown on the figure (solid line). Asset pertipeoof the S-ISU architecture on
Fig. 48 is illustrated by example supply chain, where ¢heaterprises are interoper-
ating in the organizational context, shownkig. 47. In this case, enterprises expose
ERPNext's MySQL and OpenERP’s PostgreSQL databasdsEasySCOR system
native format to Virtual Enterprise for snow makifagility manufacturing, by using
local ontologies: ERPNext-1-Ont, OpenERP-1-Ont &@OR-KOS OWL, respec-
tively.
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Fig. 48. Asset view of the S-ISU architecture.

In this example, two shared semantic applicatioesfacilitating the VE's lifecycle,
namely, SCOR-Thread-Gen, for supply chain processfiguration; and Prod-
Acquis-App for acquisition of product requirementghere respective problems are
modelled by two application ontologies: SCOR-Cfg D\Wnd PRODUCT-OWL.
Both applications are using Semantic Querying 8erto assert to or infer about the
implicit knowledge in local ontologies, by usingdwdictionaries: TOVE Enterprise
Ontology and SCOR-Full — semantic enrichment ofSGOR reference model.

In the next sub-sections, each of the services fluenS-ISU architecture is de-
scribed. The emphasis is made on already develapddimplemented services —
Transformation Service and Semantic Querying Servic

3.3 Transformation Service

Database to ontology mapping is a process in wiielimplicit semantics of a data-

base schema is correlated to the explicit and fokmawledge structure of the ontol-

ogy. In this thesis, the database schema is usgenterate this formal structure, while

the logical mappings between ER meta-model andrg&ee local ontology are pre-

served. These mappings will enable the translati@emantic to database queries.
Generation process consists of 4 phases:

1. data import and classification of ER entities;

2. classification (inference) of OWL types and projeit
3. lexical refinement;

4. generation of local ontology.

The process is illustrated dtig. 49 It is supported by a web application, developed
by using previously described RAP API. Web appilaatonsists of modules for data
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import/assertion of ER meta-model instances, léxienement and transformation
of classified OWL types and properties to a logabtngy.
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Fig. 49. Approach to database-to-ontology mapping.

In a first step of the transformation processabase schema is investigated and
OWL representation of the ER model is constructéds is realized by developed
application, which connects to the database, udasspection queries to discover its
structure and asserts the relations between thHacéstby using proposed ER formal-
ization (er.owl). Following assertions are made dach field of the corresponding
table: hasAttribute (entity, attribute), hasType(bute, type) and hasCon-
straint(attribute,’not-null’) and/or hasConstraatt(ibute,’'unique’) (if applicable).
Following assertions are made for each relatiorsDieatinationAttribute (relation,
attribute), hasSourceAttribute(relation, attribute)

Second, resulting (serialized) OWL representatibrihe database ER-model is
imported into meta-model (s-er.owl), which clagsfifuture OWL concepts (axiom
Ax,, below) and domains and ranges of the object atd properties, according to
defined axioms (axioms Axand Ax, below). Although specification of object and
data properties may impose the unnecessary régstiscbn the resulting ontology,
those are considered as important for improvingeffieiency of mapping or align-
ment process, which is critical for the semantterioperability.

Another reason for the assertion of object propsiith OWL representation of da-
tabase ER-model is that object properties of tkaltiag local ontology will be anno-
tated with the URI’s of the respective relatiomsprder to enable the correspondence
between the ontology and database representatioithé benefit of query transfor-
mation.

On the other hand, existential constraints fromERemodel are associated to an
explicit semantics of the resulting ontology, naynelecessary conditions for infer-
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ring of the entailments. Thus, the meaning of thecepts can be attributed to these
necessary conditions. This approach to a concepdtiah is referred to as inten-
sional, and is considered as equivalent to a huimaking (Guarino, 1997), in con-
trast to extensional approach, which implies thatélements of the mental image of
the specific domain are simply enumerated or listed

According to above constraints, axioms for intenalaonceptualization (inherited
anonymous classes) for particular entity are idiedtiby inferring ranges of hasDe-
finingProperty(concept, concept) and hasDefiningPabperty(concept, data-
concept) relations (axioms Axand Ax ,, below).

Finally, the approach takes into account the fametity of the properties
(owl:FunctionalProperty). Functional property isoperty that can have only one
(unique) value y for each instance x. They arestfiesl when relation one-to-one is
identified between two concepts (axiom Axbelow).

Classification of future OWL concepts is inferregdxploiting following axioms:

Ax;. Concepts are all entities of the ER model's OWpresentation, except the
entities whose all attributes are relation soufcesresponding to intermediary tables,
connecting two tables with many-to-many relatiopghi

er:entity(x) /\ not (er:hasAttribute only (er:attribute N
(er:isSourceAttributeOf some er:relation))) = s-
er:concept(x)

AXx,,. Domains and ranges of the object properties degred by using the rule
below.

er:entity(x) /\ er:entity(y) /\ er:relation(r) A
er:hasAttribute(x, al) /\ er:hasAttribute(y, a2) N
er:isDestinationAttributeOf(a2, r) A
er:isSourceAttributeOf(al, r) = s-

er:hasObjectProperty(x, y)

AX,,. Domains and ranges of the defining propertiesgssary conditions of the
concept) are inferred by using the rule below. Dafj property is a sub-property
(rdfs:subPropertyOf) of the object property (hensiepplified representation of the
rule below).

s-er:hasObjectProperty(x, y) /\ er:hasConstraint(al,'not-
null’) = s-er:hasDefiningProperty(X, y)

AX, 5 Domains and ranges of the functional propertiesiaferred by using the
rule below. Functional property is a sub-propertfq:subPropertyOf) of the defining
property (hence, simplified representation of thle below).

s-er:hasObjectProperty(x, y) /\ er:hasConstraint(al,'not-
null’) = s-er:hasDefiningProperty(X, y)
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Axs. Data concepts are all attributes of the ER modeVgL representation which
are not at the source of any relation.

er:attribute and not (er:isSourceAttributeOf some
er:relation) = s-er:data-concept

Ax,4,. Domains and ranges of the data properties areréfdy using the rule be-
low. Ranges of the data properties are data tygesesponding to the simple types
from XML schema.

er:type(x) = s-er:data-type(x)

s-er.concept(c) /\ er:attribute(a) /\ er:type(t) A
er:hasAttribute(c, a) /\ er:hasType(a, t) = s-
er:hasDataProperty(c, t)

AXx,.,. Domains and ranges of the defining data propesatiesnferred by using the
rule below. Defining data property is a sub-propértifs:subPropertyOf) of the data
property (hence, simplified representation of thle below).

s-er:hasDataProperty(c, t) /\ er:hasConstraint(a,'not-
null’) /\ er:hasConstraint(a,'unique’) = s-
er:hasDefiningDataProperty(c, t)

The above conversion rules are specified in s-ébgwising SWRL. Below are some
examples of SWRL representations of the axiomsyexsion rules).

(R1) entity(?e), hasAttribute max 0 attribute(?a), is-
SourceAttributeOf some relation(?r) -> concept(?e)

(R2.1) entity(?el), entity(?e2), relation(?r), attr ib-
ute(?al), attribute(?a2), hasAttribute(?el1,?al), ha SAt-
tribute(?e2,?7a2), isDestinationAttributeOf(?a2,?r), is-
SourceAttributeOf(?al,?r)->hasObjectProperty(?el,?e 2)
(R2.2) entity(?el), entity(?e2), relation(?r), attr ib-
ute(?al), attribute(?a2), hasAttribute(?el1,?al), ha SAt-
tribute(?e2,?7a2), isDestinationAttributeOf(?a2,?r), is-
SourceAttributeOf(?al,?r), hasConstraint(?al,"not-n ull™-

>hasDefiningProperty(?el,?e2)

Rules above classify instances of the OWL represiemt of the database ER model
(er.owl) into a meta-model (s-er.owl). Inferrechteis can be edited in a simple web
application, which also launches the process oéllantology generation. In this
process, meta-model entities are transformed iotwesponding OWL, RDF and
RDFS constructs — a resulting local ontology. Cpte®f the generated local ontol-
ogy are annotated with URI's of the correspondig) éntities from er.owl model.
Thus, translation of semantic to SQL queries besopassible.
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It is evident that database-to-ontology transforomats not a novel concept. How-
ever, the most of the approaches are not consideyexliitable for generation of the
local ontology, which can be used in the formahfeavork for supply chain networks,
for at least three reasons.

First, and most important, they do not interpret semantics of all ER constructs
and patterns. Similarly, a remark can be madetttgéexisting approaches do not use
the full expressivity of the OWL language. The ab®iatements are argued in the
Section 5.3 in Chapter 2 of this thesis. Secondragrhes to instance population are
not fully appropriate for use in the collaboratmeterprise settings. Finally, although
some of the researches claim that they providethodéor translation of semantic to
SQL queries, the detailed information about thighmoeé is not present in the papers.
Table 3 shows the comparative analysis of the selectedoappes, including the
approach presented in this thesis.

DB20OWL Relational. OWL D20Mapper Vis-A-Vis This approach
Main feature Create new Create new Create mappings Create mappings| Create new

ontology from

ontology from

between database

between data-

ontology from

existing data- existing database | schema and existing| base schema and existing
base ontology existing ontology | database
Semantic interpreta-| Semantics of Resulting model Based on the five Not relevant. See Axioms

tion of ER patterns

existential

is (weakened)

heuristic rules. The

The level of

for classifica-

constraints of replica of the remark for conceptualiza- tion of OWL
the columns and| database schema| DB2OWL stands tion (if any) is a concepts, in
cardinality of and no attempt is | here, too. choice of an this section.
relations is not made to interpret expert, since the
taken into its semantics. mapping is done
account manually.
Data mapping Query-driven Massive dump Query-driven Query-driven Query-driven,
process population population population temporary, per
request
Correspondences XML document | Not known. XML document Not known. Using URIs of
between database | with mappings with mappings er.owl “rep-
and ontology lica” model

concepts to
annotate local
ontology

concepts

Table 3. Analysis of the selected approaches to databasattdogy mapping.

Another challenge for the development of local tdis is related to instance popu-
lation, namely, on how and when database datapiesented in the local ontology.
As it is mentioned before, two types of the apphescare applied in the reported
work.

Massive dump assumes that all data is represestadiaiduals in the process of
ontology generation (or mapping of existing ontglegth database schema). Besides
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obvious maintenance related difficulties, this tyb@pproach is unacceptable mainly
because of the size of the resulting ontology dedrnbapping document and conse-
quently, performance issues related to reasoniogegses.

Query-driven population approach assumes that idhaiils are asserted to ontol-
ogy during exploitation, upon execution of the satitaquery. Here, some kind of
query rewriting mechanism is involved to transfotime semantic to SQL query or
gueries which are executed in the database; restdtare then represented as logical
statements which are finally asserted to local logto

For many purposes, existing query-driven approagbopulation seems as a good
candidate. However, when semantic interoperabiitiwveen diverse and heterogene-
ous EISs is discussed, there are some concerntlymalated to complexity of infer-
ences when modular ontological framework is quedad handling of data access
rights. Those concerns are elaborated in the retios.

One of the benefits of the semantically interopkraystems is the possibility to
use the single criterion (or criteria) to infer thiatements that hold true in all these
systems, despite their heterogeneous structureeNaspecific semantic query exe-
cuted against the local ontology;@vould normally infer triples of information from
the database of.SHowever, if mappings (or logical function of mapgs) between
Oy and Q; exist, inferred triples will also include informah from the database of
S;. For example, in supply chain networks, a singl@antic query can be used to find
out the availability of specific resource or congrete, of all - owned and used by the
enterprises from the VBE (for the benefit of VErfa@tion process). Precondition for
this scenario is to enable the reasoning with lacdblogies, namely, translation of
semantic to SQL queries.

3.4  Semantic Querying Service

Semantic interoperability of systems enables alsipgint of access to the overall
knowledge of the “interoperable world”. Not onlyathit makes possible to use a sin-
gle semantic query to extract and combine relewafiormation from the multiple
sources of implicit data, but it also enables usagbe different dictionaries for writ-
ing this query.

Fig. 50illustrates how the data is extracted from hetenegpus sources by using
three different approaches: 1) simple use of EE¥snerging the relevant result-sets
from the databases; and 3) executing semantic epidn the first case, one can use
(USE) the EISs’ data exchange facilities to export ddés (F) and then transform
each of the files to a common format and mergeéhénsecond case, the SQL queries
(SQLg) are executed against EISs’ databases to getarglegsult-sets (§ and then
merge.

In the case of semantic queries data extractiod,ifathe assumption that logical
mappings between local and domain ontologies arsistent and complete holds
true, a single DL query (D4;) can be constructed by using any dictionary, foizad
by the domain ontologies, to extract the same ddtas, whichever dictionary is used
to build the query, the result of its executiorthie union of identical sets of triples

(Sr).
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Fig. 50.Extraction of data from heterogeneous sources.

In this section, the method for instance assertion®cal ontology on basis of the
semantic query results is described. Method istilated afig. 51 and it consists of
the following steps:

1. decomposition and analysis of the semantic query;
2. data extraction and instance assertions and;
3. reasoning.

Semantic query can be considered as a pair (Qyli&re O is a set of concepts which
need to be inferred and C - a set of restrictiande applied on their properties,
namely value (owlhasValue and qualified cardiyalit restrictions,
owl:allValuesFrom, owl:someValuesFrom) and cardipal constraints
(owl:cardinality, owl:minCardinality, owl:maxCardifity). This consideration corre-
sponds to a simplified representation of a SQL yuehich includes tables (and
fields) and comparison predicate, namely restm&iposed on the rows returned by a
query. In addition, different types of property triegions correspond to different
cases (or patterns, where complex semantic quengjped) of SQL queries.

Since relevant entailments can be reasoned onprdgyerty domain and range in-
ferences, a set C may be considered as necesshsufitient for representation of
the semantic query. For example, in the local agplof OpenERP EIS (see Chapter
5 of this thesis), a DL query “hasAccountAccount@ypome (hasCode value 3)”
returns all instances of account_account concepswitype’s code is exactly 3.

This kind of query representation (only by usingp®rties restrictions) may pro-
duce unpredictable and misleading results whenrésérictions are posed on the
common lexical notions of different concepts, sasi'name”, “type”, “id”, etc. Am-
biguity of the corresponding properties is reflectan the relevant ontology in the
sense that their domains are typically defined rderuof large number of concepts.
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For example, in OpenERP ontology, domain of thesNeme” data property is union
of 170 concepts.

However, this ambiguity may be considered as amidge in some cases. Value
restrictions on ambiguous data properties may predelevant inferences and thus,
they can facilitate semantic querying without acheehave extensive knowledge on
the underlying ontology structure. This kind of gues mapped to a set of SQL que-
ries made on the each element of the property dométh the WHERE statement
corresponding to the relevant rows restrictions.&@mple, in a mapping process (in
the example of OpenERP ontology), DL query “hasNamleie ‘Derek Porter” is
first used to infer all 170 possible entailmentsofferty domains), which are, then,
used to assemble qualified (O,C) pairs, e.g. “resraiand hasName value ‘Derek

Porter™.

Input Query

‘ Decomposition ‘
[
v L2 ¥
X bNode1 bNode2
hasResCompany hasResCurrency hasName

some bNode1 some bNode2 value "EUR"
¥

SQL construct
and execute

bNode2 nothing ?
No Yes

SQL construct Assert to
and execute temporary mdl

bNode1 nothing ?

No Yes

SQL construct Assert to
and execute temporary mdl

Xnothing ?
No

Yes

Assert to End result
temporary mdl graph

Fig. 51.Execution of the example semantic query in locablmgy.

In the first step of the method, decomposition s@chantic analysis of the input query
is performed. The 4-tuplets in forms of (subjecedicate some|onlyjmin njmax
m|exactly o bNode) and (subject predicate valupd}y are extracted from the input
query. In case of the DL query which returns ah@epts which are related to a com-
pany whose primary currency is EURO, following Dliegy is used:

hasResCompany some (hasResCurrency some (hasName va lue
"EUR"))

Here, following 4-tuplets are identified:

X hasResCompany some bNodel
bNodel hasResCurrency some bNode2
bNode2 hasName value "EUR"
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In some cases, more complex queries may be needksine the requirements of the
user. This occurs when multiple restrictions oresaired object are given, so intersec-
tion of two or more sets, corresponding to thesgirtions, is taken into account. For
example, all payable accounts for companies whaoiseapy currency is EURO are
inferred by using DL query:

hasAccountAccountType value "Payable" and hasResCom pany
some (hasResCurrency some (hasName value "EUR"))

In this case, following 4-tuples are identified:

X hasAccountAccountType value "Payable"
X hasResCompany some bNodel

bNodel hasResCurrency some bNode2
bNode2 hasName value "EUR"

In the next step of semantic query execution, almete connection is established and
sets of SQL queries are constructed and executeelfth element of 4-tuplet, in re-
verse order, as a result of analysis describedealieach query returns data which is
used to generate OWL statements which are asser@demporary model. Each set
of the OWL statements corresponds to a sub-grapdsevifiocal individual is an in-
stance of the concept, inferred on basis of thepfet's property domain or returned
result (label). Other individuals or values cormsp to defining properties of this
concept (inherited anonymous classes). In casanbiquity, resulting blank nodes
are represented as the sets, which are filteredrasult of range inference of the par-
ent 4-tuplet, in a final stage of the method.

As it is shown orFig. 51, the output of the process of semantic queryinpcdl
ontology is a set of OWL triples which formalizestparts of the local ontology, as-
serted with individuals whose properties matchréstrictions, defined by DL query.

Obviously, a query-driven population is appliedhis case. As it is mentioned be-
fore, this approach separates data from the metielhand hence, it enables better
performance of the reasoning processes. Howevéreahoment, query-driven popu-
lation cannot be applied in more complex environtmahinter-related ontologies,
such as the scenario of semantic interoperabifityystems. In the remainder of this
section, two main arguments for this statementkaeorated.

Semantic reasoning still assumes a centralizedoapprwhere all inferences are
carried out on a single system. The consequenttesopproach is that all ontologies
that need to interoperate (typically inter-relatgd “imports” relations) have to be
loaded by the reasoner software before infereneséas started. In semantic interop-
erability scenario, the reasoner uses asserteddlogbrrespondences between the
local ontologies and domain ontology to infer abthg individuals of the local on-
tologies by using the language of the domain ogpl&ince all ontologies need to be
loaded into memory space of the reasoner, it ispossible to apply query-driven
approach because database is not accessible s¥hés inay be resolved by customiz-
ing inference engines or by enabling more flexiotel dynamic imports, where, for
example, imported local ontologies are populatethieydynamic services, capable to
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process restrictions from the semantic query execit the parent ontology. At the
moment, there are no known efforts of the scientimmunity to tackle this prob-
lem.

Another issue of the query-driven population of dloontologies in inter-
organizational settings is data security, namebteas authorization. In massive dump
population approach, specific export and synchiion rules may be implemented
to publish only some parts of the system’s dataltase local ontology. However,
query-driven population, as explained above is dartbe runtime, when query itself
is executed. Hence, it is very difficult to implemie&nd manage access rules. Even,
more complex, but realistic scenario can be imabiménere enterprise wants to man-
age access to particular information per requesitérprocess of query execution. It is
important to note that, in this case, the procdssemantic querying will become
asynchronous. Again, it seems that no relevant waorkhis topic has been done so
far.

Despite the fact that above concerns are seriauesryglriven population is still
considered as better candidate approach for atiplicen semantically interoperable
EISs than massive dump. The problems of staticrastticted imports and access
rights are mainly related to technical challengdsich are expected to be faced more
likely than performance issues of DL-based reasoner

Above results are mostly related to how “Ask” ifiéee of the Semantic Querying
Service works. The issues of the “Tell” interfage aot elaborated in this thesis, or
implemented in the case study, presented in ChdpfEhose issues include ontology
versioning, commit and rollback functions, etc. Témeception is the basic use of
“Tell” interface, where the ontology which needshie queried is submitted to the
service.

3.5 Reasoning Service

In S-ISU architecture, a reasoning service is @anilservice which facilitates seman-
tic query answering (sd€g. 45).

A semantic reasoner is software which is capablenfer logical consequences
from a set of asserted facts or axioms, wherertfegénce rules are commonly speci-
fied in some ontology. Reasoners are typicallyimtigtished by different features,
which correspond to: capability for OWL-DL entailnte supported expressivity for
reasoning, reasoning algorithm, capability to cheoksistency, DIG support and
Rules supportTable 4 shows the basic compari$dmetween most commonly used
reasoners, made by using the above-listed features.

Standard set (Sirin et al, 2007) of Descriptionicegnference services include:

— Consistency checking, to ensure that ontology amgscontain any contradictory
facts. Basically, this service takes ontology asnguit and returns one of the three
words: Consistent, Inconsistent or Unknown.

4T http://en.wikipedia.org/wiki/Semantic_reasoner
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— Concept satisfiability, to check if it is possiitg a class to have any instances. If
class is unsatisfiable, then defining an instancthe class will cause the whole
ontology to be inconsistent.

— Classification, to compute the subclass relatiogtsvben every named class and
hence, to create the complete class hierarchy.

— Realization, to find the most specific classes #ratindividual belongs to; or in
other words, to compute the direct types for eacthe individuals. Realization
can only be performed after classification sincedti types are defined with re-
spect to a class hierarchy.

— Query answering, to return instances from the ogyl based on RDQL or
SPARQL query.

Pellet KAON2 Jena FaCT++ HermiT
OWL-DL Yes Yes No complete | Yes Yes
Entailment reasoner
included with
standard
distribution
Supported SROIQ(D) SHIQ(D) varies by SROIQ(D) SHOIQ+
expressivity reasoner
for reasoning (incomplete
for nontrivial
DL)
Reasoning Tableau Resolution & Rule-based Tableau Hypertableau
algorithm Datalog
Consistency Yes Yes Incomplete fof Yes Yes
checking OWL DL
DIG Support Yes Yes Yes Yes No
Rule Support Yes (SWRL-{ Yes (SWRL- | Yes (Own rule| No Yes (SWRL-DL
DL Safe DL Safe format) Safe Rules)
Rules) Rules)

Table 4. Reasoner comparison.

The basic reasoning services can be accessed lyirquéhe reasoner. Generally,
such queries are supported by the reasoner’'s ABihdings and support for common
toolkits, such as Jena (Carroll et al, 2004), Di€eiiface (Bechhofer et al, 2003), and
others.

The DIG Description Logic Interface is a standgrohposed with objective to al-
low client tools to interact with different reasosean a standard way, by using a
common standard interface. The “Client Applicatianid the “DL Reasoner” com-
municate via XML-HTTP (se€ig. 52). The exchanged XML messages must comply
to the DIG schema. The DIG interface allows therdti to introspect, namely, to
query the reasoner to determined its capabilit@stell”, namely to assert new facts
into the reasoner and; to “ask”, namely, to qubeyreasoner.
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Fig. 52.XML-DIG Interface.

Basically, DIG interface facilitates the interopgiliy between the semantic reasoner
and semantic application. Thus, it allows thosééodeveloped by using different
programming languages (reasoners are often implemién LISP) and to be imple-
mented in different platforms. Moreover, using Ditderface means that reasoning
engine can be substituted with another one, witlaoytimpact to semantic applica-
tion. It is obvious that, with standard interfaceasoning becomes a commoditized
utility in the architecture.

The most practical service of the reasoner is qaeswering. This service relies
upon and invokes other services (classificatiomeatization), in order to return the
expected results. It is based on a query enginighwipically:

1. analyzes the query and determine if it consisiaaddépendent sub-queries;

2. splits the query into multiple simple queries;

3. examines each of the queries and sorts the patchyariables to improve effi-
ciency;

4. decides which query engine (typical architectureludes one query engine per
query type) will generate the answer and executes;

5. combines the results of each of the simple quémtesfinal output.

As it is illustrated inTable 4, there exist many reasoners which are capableotade
the defined services. However, there are still spraetical features which are not yet
embedded in any of them, where incremental reagpmlistributed reasoning and
combination with other logical formalisms are calesed as the most important.

Incremental reasoning feature addresses the probfethe reasoners’ perform-
ance. Many semantic applications assume repeat&ageh in OWL ontology in a
relatively short period of time. For these applimas, it is critical for the reasoner to
re-compute as little as possible after each updatrder to achieve a better perform-
ance. The requirement of combining the reasonir@lond other logical formalisms
is derived from the needs of many semantic appdicaf such as multi-media sys-
tems, to have the ability to reason with spacee tamd motion. Currently, Pellet rea-
soner is being extended with various spatio-termpaaresentation and reasoning
functionalities. Finally, as it is already mentidnan Section3.1, a centralized ap-
proach to semantic reasoning, which assumes thatf@lences are carried out on a
single system, takes time and reasoning systens lvaited performance (Schlicht
and Stuckenschmidt, 2009). Hence, a distributedor@ag where different strategies
(Bonacina, 2000) for parallelizing logical inferenis applied, must be considered as
the feature of the reasoner service.
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3.6 Registration Service

Main purpose of the Registration Service is to ém#e logical assertions to S-ISU
ontology, which describes the inter-organizatiomaironment (VBE), VEs and en-
terprises themselves, as well as associated assefs,as knowledge assets (local
ontologies, domain ontologies, application ontadsyjiand functional common assets
(semantic applications). Those logical assertisasw@ade by using “Tell” interface of
Semantic Querying Service.

Registration Service is invoked in following cases:

— Registration of Enterprise to interoperable envinent, namely, VBE;
— Registration of a domain ontology;

— Registration of a semantic application; and

— Registration of a VE.

Fig. 53 illustrates the case of an enterprise registratiol'BE. This case describes
the steps involved when the enterprise is usingRRgistration Application, as a
common asset of the interoperable environmentppdyafor participation in the VEs.

Main steps in the registration process are asvialio

1. Request to register;

2. Generation of the local ontology;

3. Establishment of the logical correspondences betwee generated local ontology
and ontological framework of VBE;

4. Access rights definition;

5. Confirmation.

Each of the registration requests need to be apdrby the broker of the VBE. Once,
this is done, Registration Service generates d mmaponent — a listener, which is
delivered to an enterprise. Listener is installethibd the firewall and configured
locally (to access the EIS database) by the ernserpr
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Fig. 53.Registration Process UML sequence diagram.

When this is confirmed, a new release of S-ISU logip is created and enterprise
concept is asserted to this release. Then, Retyistr&ervice requests from Trans-
formation Service to communicate with local listerte employ database to ontology
method and to generate a local ontology. URI of thtal ontology is asserted to a
new release of S-ISU ontology. All assertions agdenby the Semantic Querying
Services, on basis of the request, submitted toraf” interface. Next, Registration

Service requests from Semantic Reconciliation $ertd propose the mappings be-



tween the concepts of the existing ontological famrk in VBE and a new local
ontology. Once the mappings are proposed, they tebd reviewed and revised by
the enterprise. This revision is then assertedrievarelease of central ontology. The
last action step is to define the access righes limcal ontology. The access rules are
stored in a local listener component.

Once the registration is reviewed by the broker approved, all changes (new re-
leases of the S-ISU and Central ontology) are cdtachi

Registration of domain ontology is performed inimilr way, by VBE broker.
This process includes assertion to S-ISU ontolamyocation of the Reconciliation
Service and proposal, review, revision of the magpiand their submission to a new
release of the Central ontology.

The process of VE registration is illustratedrig. 54.

Eroker RegSApn

BN

1 uRegister processesy)

2 : Register prodesses()
5

2 { Assert processesy

17 : Commit()

14+ Confirm Commit®

U 18 1 Confirm Commit))

Fig. 54.Virtual Enterprise registration process UML seqesdiagram.

The illustration shows the simplified process of ¥ieation, where broker is respon-
sible for registration of the processes, neededhercompletion of VE project task,
where the processes are identified by using SC@Rdwork. In addition, Broker

assigns the ownerships for each of the processsgdbon available information.
Obviously, selection problem is not handled by #dsnario. Typically, the selection
of partners (actors) is expected to be supportedeljcated semantic application.

3.7 Semantic Reconciliation Service

The only task of the Semantic Reconciliation Sexriicto propose the mappings be-
tween two submitted OWL ontologies, based on shitids between their concepts
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and properties. This service is invoked only durihg registration of new domain
ontology or new enterprise, when mappings betweiocal ontology and the con-
cepts of the ontological framework are proposed.

Extensive literature related to the area of semamtischema matching has been
published so f4Ff.

The mappings are considered (Euzenat, 2004) aglést(id, e, €’, n, R), where:

— id is a unique identifier of the given mapping etsm

— e and e’ are the entities (concepts) of the fird the second schema/ontology
respectively;

— n is a confidence measure in some mathematicadtstru (typically in the [0,1]
range) holding for the correspondence betweentritites e and e’;

— R is a relation (e.g., equivalence (=); more gen@y disjointness (); overlap-

ping () holding between the entities e and e'.

An alignment is a set of mapping elements. The hiagcoperation determines the
alignment (A’) for a pair of schemas/ontologiesafad 0’). There are some other pa-
rameters which can extend the definition of thedmalg process, namely: 1) the use
of an input alignment (A) which is to be completegthe process; 2) the matching
parameters, p (e.g., weights, thresholds); anct@ymal resources used by the match-
ing process, r (e.g., thesauri);

It is important to distinguish between schema miatgland ontology matching ap-
proaches to semantic reconciliation. While formex &rying to guess the meaning
encoded in the schemas, the latter primarily trexploit knowledge explicitly en-
coded in the ontologies.

The problem of semantic matching is strictly asstad to explicithess and com-
pleteness of the input ontologies. In other wordsre explicit and complete ontolo-
gies are, better results are expected from the rsionanatching service. Database
schemas often do not provide explicit semanticis Uisually specified at design-time
but frequently it is not becoming the part of datsd specification, and therefore is
not available (Noy and Klein, 2002). Approach tansformation of database schemas
to local ontologies, presented at Sect8 partially addresses this problem. It aims
at discovering these design-time decisions by ftiming what exist in the specifica-
tion, namely, database schema. Hence, it alsodrerethe potential of the semantic
matching service to deliver better results.

Semantic Reconciliation Service is not implemenitedhe S-ISU architecture.
Only some conceptual requirements and its rolesatieipated at this moment. On-
tology matching is considered as the most diffiquttblem in the implementation of
the semantic web. Although there are some propsskdions, such as QOM (Ehrig
and Staab, 2004) or S-Match (Giunchiglia et al,408ome human intervention in
the reconciliation of two semantic models is inabie. This is more evident in the
cases where two models, developed with differenteptualization approaches need
to be reconciled.

48 http://www.ontologymatching.org/publications.html
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Chapter 5: Case study - Interoperability issues im
Virtual Enterprise for custom implant manufacturing

Abstract. In previous two chapters of this thesis, an apghia@ developing
and implementing a formal framework for semantiteioperability in supply
chain networks is described. In Chapter 3, a nieNtd! ontological framework
is proposed, based on SCOR reference model. In Chépaerimplementation
view is presented, with emphasis on the procesgmfducing the enterprise in-
formation systems to an interoperable environminthis chapter, some evi-
dences on the feasibility and usability of the jmsgd framework and imple-
mentation method are given. Two case studies aofgutsie proposed approach
are presented. First case study shows how the agipan be exploited to sup-
port one of the common functions of the Virtual Rlieg Environment — a
setup of supply chain processes. The second cadg #ustrates how the S-
ISU architecture is used to get the relevant infifam from the local ontolo-
gies with a single query, facilitating the collabtive production planning in
Virtual Breeding Environment.

1 Introduction

The original vision of the semantic web was to jaeva new layer at the top of the
existing World Wide Web, which annotates the contdrihe web pages, so the com-
puters can understand them. However, since its\bagj, the development of seman-
tic web has been considered as an academic exeratiBer than a practical technol-
ogy. There are many technical, scientific and kessnchallenges for implementing
the scenarios of semantic web. It is a fact thistdevelopment relies on the semantic
annotation of the implicitly written and unstruadr information, by using RDF,
RDFS and OWL dictionaries and ontologies. Thugoitsiders that bottom-up ap-
proach is needed, where authors of the individudd pages need to put the additional
effort in making their pages compatible with thaufe web — semantic web.

Obvious problem with such a scenario is the faat tto incentive is provided to
the authors for doing that, especially becausecatiyr there are no tools which lever-
age such annotated information and provide add&d\ta the web site owners.

The framework for semantic interoperability of Elpsoposed in this thesis, aim
to provide this incentive by enabling the entegmiso act in a flexible way, while
they concurrently participate in much more suppigios then it was possible with a
conventional integration technologies. Thus, itdmes possible to get closer to the
organizational paradigms of Virtual Enterprise &idual Breeding Environment and
to achieve more dynamic behavior of the enterprises

Interoperability is one of the main consumer besedf the semantic web vision.
Although it was addressed as such by the acadeomumtinity and businesses, it
appears that the role of semantics in the currfaite in making two systems inter-
operable is superficial. Namely, in the conventloapproaches, semantics is only



associated to some kind of structured informatioy,annotating this information,
whether this information represents XML messagaalzhse rows or even enterprise
models’ entities. This is exactly the characteristf the bottom-up approach, men-
tioned earlier.

At least two negative consequences of such an apprare derived from the fact
that one needs a lot of effort (and knowledge)etmantically annotate static, implicit
information. First, the amount of this effort typlily restricts the scope of this task.
Hence, semantically facilitated interoperabilityaishieved in a relatively small num-
ber of critical cases of systems collaboration @rdvolves many preconditions, re-
lated to mostly manual reconciliation of two impli¢specific) semantic models.
Consequently, no indirect effects or wider outreach expected. Second and more
important negative consequence of the bottom-upoagh is related to the implica-
tion that more restricted is the set of messagatsnbed to be annotated; the “weaker”
conceptualization is applied. In this case, itksll that extensional conceptualization
will dominate over intensional approaches. Moreptieere is no obvious interest to
work on establishing correspondences between ttoames of this conceptualization
and formal upper ontologies, because direct magploejween concepts of two sys-
tems is more reasonable approach, more cost-eféeictia short term. The end result
is that messages are annotated with implicit coscegiill represented by the lan-
guages of Semantic Web. It does the job, but isadody that job.

The proposed framework for semantic interoperabilit supply chain networks
takes more pragmatic approach by combining the woas-orientation of top-down
and efficiency of bottom-up paradigm.

Here, the diversity and level of consumer benééitel hence, scope of interopera-
bility) directly corresponds to the amount of egjilknowledge which one enterprise
voluntarily introduces into shared collaboratiorvieonment. In the interoperability
scenario, annotated messages are replaced witbalogfiatements (see Chapter 4,
Section 3.4), where each instance of the used pté¢eannotated with data. Hence,
the reasoning is much simpler and more efficieingesincreased amount of seman-
tics in the environment and consequently, increasedber of relationships improves
the quality and usefulness of the inferences. Vaigety of semantics is exploited by
the possible variety of semantic applications, Wwhace directly related to the con-
sumer value of the semantic technologies. The sgenapplications can be easily
introduced in the framework, because they implenpatentation layer and only
exploit application and storage layer (correspogdim the conventional architecture
of multi-tier applications). Business logic candmnsidered as defined in domain and
local ontologies (at least generic, common busineles) while data is still stored in
their natural environment — databases, and accésdBdusing local ontologies.

The top-down approach implies that universal (@steiniversal to the domain) on-
tological framework is used when correspondencesdsn different semantic repre-
sentations of the domain realities are establishedhis way, it is ensured that im-
plicit semantics of the micro-realities, such ascsfic enterprise, information system
or reference standard are correlated consisteatiné explicit domain reality. The
challenge is to make one domain reality expliciariy models and ontologies are
developed over time with objective to address thiallenge. Some of them are dis-
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cussed in Chapter 2 of this thesis. However, theybailt by using inspirational ap-
proach and they are not validated in the way whnolld ensure their wide adoption
and self-sustainable improvement. Thus, they lacisamer value. In order to resolve
this issue, the proposed approach takes the indadbpted process reference model
(SCOR), represents it by using semantic languages iimplicit way (see Chapter 3,
Section 3.1) which can be easily mapped to natiwvenéts of SCOR-based applica-
tions and make its implicitly defined concepts etated with respective, explicitly
defined notions of SCOR’s semantic enrichment Geapter 3, Section 3.2). Hence,
it becomes possible to extend the supply chaingg®model because now, the corre-
spondences between these explicit notions and atspeconcepts of other domain
ontologies may be established.

It is very important to make clear that universaéroperability is far from the real-
ity. The proposed framework focuses on the suppbircproblems and by proposing
the solution to these problems, it extends its eotienal understanding and organi-
zation to new organizational forms, such as Virtaaterprises and Virtual Breeding
Environments. These problems include, but are estricted to collaborative plan-
ning for the benefit of efficient selection of teaterprises in the process of Virtual
Enterprise formation and supply chain processedigimation. In this Chapter, it is
shown how these two problems can be addressedebgrtposed framework for se-
mantic interoperability in the case of the manufdog of the orthopaedic implants.

2 Case analysis — Orthopaedic implants manufacturing

The success of the orthopaedic predictive, preventliagnostic and therapeutic ac-
tivities depends on the variety of factors, suchaasilability of data about patient's
condition, physician's knowledge and experience amwdilability of tangible re-
sources (instruments, devices, fixtures, implastétware, etc.). Surgeons are often
not able to perform those activities efficientlyffitiency and effectiveness of the
above activities is achieved when right decisiores rmade fast, based on complete
and updated information on the patient’s conditibmose decisions assume the selec-
tion of appropriate actions, performed by explgtihe appropriate resources in ap-
propriate manner, and is typically facilitated bg information systems.

Conventional bone implants have been successfsiyl dor more than 30 years
and they are associated to the most common orthlapamplant surgeries performed
around the world (Harrysson et al, 2007). In mdghe cases, conventional implants
provide satisfactory results.

However, sometimes standard implant componentsaresufficient because of
abnormal joint anatomy or possible risks of postafieée complications (Keenan et
al, 2000), such as aseptic loosening. The typieasaon for aseptic loosening is un-
even stress distribution on the bone surface. fitublem can be addressed by custom
design process in which the design of the implarddcommodated to the specific
features of the patient’s anatomy.

The research of custom orthopaedic implants maturag is typically focused to
direct fabrication technologies (Gibson and Harmyss 2006). New rapid-
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manufacturing equipment and techniques providegfaater efficiency in small-
volume or one-of-a-kind runs for producing a firgdhcustom implant. The most
commonly used method for direct manufacturing gfhbkétrength materials, such as
titanium is electron-beam melting (EBM). Howevere tcomplexity of the services
and products associated to the manufacturing dmet otlevant processes implies that
many other (e.g. organizational) challenges neeldet@onsidered in order to bring
custom implants to everyday use.

Two important issues are identified in the dailpgiice in orthopaedics surgery:
information interoperability and manufacturing égly customized products.

A wide set of information need to be combined tagthe physicians in order to
make possible to decide about the actions followirgydiagnosis. This set of infor-
mation include the patient’s health record, diaggabe domain models (which for-
malize the knowledge needed for taking decisiormutithe therapeutic actions), in-
formation about the availability of the resourcezded for the therapeutic actions,
availability of staff, etc. All this information nsti be uniquely accessed and processed
in order to make relevant decisions. This is tylbycachieved by making the systems
which store this information - interoperable.

The second issue for orthopaedics surgery is relat¢he manufacturing of ortho-
paedic implants. The orthopaedic implants may lgalizicomplex and custom prod-
ucts, which need to be manufactured on basis obiwze information in a shortest
possible time. The key factors of the custom or#tealic implants manufacturing are
the degree of customization and time of deliveryhef final product. Higher degrees
of implants customization reduce the duration ef dperation and increase their reli-
ability. Hence, the period of patient’'s recoverydaverall cost of treatment can be
decreased. Also, the risks of possible complicatiare reduced; the costs of treat-
ment of only one complication can be as high assaafsmany successful operations.

2.1 Barriers to customization

Two of the most critical non-technical barrierscigstomization are: 1) lack of effi-
ciency of traditional manufacturing enterprise tmtlle low-series or one-of-a-kind
production tasks; and 2) lack of efficiency in sfer of multi-disciplinary knowl-
edge, required for the design of custom implant.

In general, manufacturing enterprises refine tesigns for simplicity and cost;
they design their workflows for volume manufactgrirdence, by default, they are
not capable to handle one-of-a-kind manufacturiagks efficiently. In traditional
settings, the workflow for manufacturing of custemplants includes many human
analysis and decisions, such as interpretationaaatlysis of CT scans, review of the
wax prototypes, mechanical analysis, collectingutes@nd approvals, etc. The lack of
efficiency to adapt their traditional workflows these activities becomes even more
critical when enterprises are required to subcanbttlae different parts or services
suppliers.

All this human involvement includes a number ofenactions between different
experts in which functional (medical), mechani@ajanizational and other perspec-
tives to the custom manufacturing are discussedceéleefficient design elaboration
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and mutual understanding on the complex varietyssfies require involvement of
experts with multi-disciplinary skills and knowleslg

In order to overcome the barriers above, the sys@md models infrastructures are
proposed. The models infrastructure formalizesktimvledge required for the manu-
facturing of custom orthopaedic implants and thugcilitates its exchange. While
systems replace humans in decision making process@nce, increase the customi-
zation efficiency, the models are also considere@reablers for systems interopera-
bility. They use different agreed formalisms to koify represent a domain of inter-
est (relevant to the system) and hence, explainnier workings, parts, use cases, etc.

2.2 Models infrastructure

The custom orthopaedic implants manufacturing seldaon a multi-level computer

model of human osteo-articular (bone & joint) systeonsisting of design, behaviour
and production perspective (sEig. 55. The model of certain level is used to solve
specific problems and it is associated with therappate tools for its creation and

use.
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Fig. 55.Models infrastructure

The models represent different views to the ortledpaimplant products. They aim
at enabling the representation of the relevant kedge and inference in the field of
decision support in treatment and pre-operationrpfay, as well as VE configuration,
technology planning and business process management

Generic parametric 3D model of the selected bopeesent the surfaces and vol-
umes whose geometry is determined by mathemati@ll@gical relations, estab-
lished between some key parameters. This modairistaucted on the basis of data
obtained from CT (Computed Tomography) scans ofejomt system, and is re-
quired for digital reconstruction of a traumatizgohe. Then, based on this model, a
scaffold is designed to replace the missing pae bbne. The implant typically con-
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sists of the scaffold, fixture (used for heavilyadted bones) and bio-degradable, os-
teo-fixation material.

Simulation models facilitate prediction and optiatisn of mechanical behaviour
of the implants under realistic load conditions, Using Finite Element Analysis
(FEA). The simulation models also elaborate fuexploitation of the bone implant,
including surgery simulation.

While the upper two groups of models are relatethéodesign and behaviour of
the implant, production models establish referermgg/een their elements and con-
cepts and:

1. processes, involved in the implant manufacturing &nplementation (process
model);

2. capabilities and resources, required for the imptaanufacturing, configured in
particular way (VE model).

Production models also include the formal domairdel® such as enterprise, col-
laborative enterprising and supply chain. Thesetlageparts of the common knowl-
edge infrastructure of the VBE.

2.3 Example product

Depending on nature of the bone trauma, the cusithopaedic implant can be as-
sembled of some of different types and designsxtires and scaffolds. In addition,
some services may be associated to the productfatnting and/or implementation,
such as: pre-operation planning, reposition sinmtatdigital reconstruction, remod-
elling, analysis of biomechanical properties of thgplant, sterilization, ethical re-
view, product certification and others.

For example, in case of bone cancer of tibia (lacjehe two bones in the leg, be-
low the knee), the missing part of the bone isaepll with the scaffold, which is
enforced with the inner fixture. The scaffold ismed on the basis of bone geome-
try, which is digitally reconstructed from CT sca@eometry and topology of inner
fixture is designed on the basis of diagnosis aredgperation plan, developed by
surgeon. The process of manufacturing of the cugtarhis associated also with re-
view of the design by the clinics ethical commitied analysis of biomechanical
properties.

It is considered that the manufacturing of the anplparts and provision of the as-
sociated services is executed within the VBE, witichsists of the enterprises, quali-
fied, certified and competent to deliver a manufeed product and/or to provide
associated services. VBE is organized as a clasigrtechnically coordinated by the
brokering enterprise (broker). It supplies orthapaémplants and services to clinical
centres. Each case of supply of the product anocided services is considered as a
case of VE.
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Fig. 56.Lifecycle of the Virtual Enterprise for customlwwpaedic implants manufacturing

The broker takes following actions:

1. receives and negotiates orders;

2. sets up a contract, Service Level Agreements (S04 certification processes;

3. provides immediate support to clinical centresequirements definition and, con-
sequently, instantiates appropriate product infoastire;

4. launches the VE, by selecting the enterprises graktiing up the process configu-
ration;

5. ensures that delivery of the product and servicesraaccordance with SLAs and
product-associated certificates;

6. manages contract throughout the whole lifetime Bf V

7.takes appropriate actions to dissolve VE.

lllustration atFig. 56 shows the above mentioned actions and corresppmptiiases of
the VE lifecycle, in the described case of bonertra.

2.4 IT Infrastructure

The required agility of VE is achieved through egi®e use of IT systems for coor-
dinating and executing involved processes. Herlez |T environment for manufac-
turing of orthopaedic implants is considered beftire interoperability issues are
identified and analyzed. This environment is slyoglaborated in this subsection
from the perspectives of IT environment of the oostr, namely a clinical centre and
shared, common applications of VBE. This is illagd orFig. 57.
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Diagnosis and pre-operation planning are carrigcbauhe basis of Electronic Medi-
cal Record (EMR) of the patient, including CT scamsl other associated informa-
tion. This information is stored in the Clinicalfénmation System (CIS), an inte-
grated suite of IT tools, designed to manage mé&dadministrative, financial and
legal aspects of healthcare provision. Relevansystbms of CIS are Radiology In-
formation System (RIS) and Picture Archiving andh@aunication System (PACS).
RIS is used by radiology departments to store, mdafe and distribute patient radio-
logical data and imagery. PACS is a medical imadichnology which provides
storage and convenient access to images (scansniitdtiple source machine types.

The System for pre-operation planning (PRE-OP-®&yssed for making the most
important decisions, with regard to significanttieas of the custom implant. For
example, based on CT scan, namely bone and jasteérslyand interpreted features of
trauma, PRE-OP-Sys is capable to suggest posgiaa,and orientation of the cut,
geometry of missing parts of a bone, critical featuof the implant and/or fixture,
repositioning of the displaced bone parts, etckMiic et al, 2011).

The System for implant design (IMPL-D-Sys) is ataafe application, used by
VBE (represented by broker) and surgeons. Somarisabf the system are design of
product topology, facilitation of the decisions dmaracteristic geometric features and
decisions on associated services.

2.5 Interoperability issues in orthopaedic implants mamufacturing

Interoperability is considered as one of the maiabders of the VE, because it facili-
tates the flexible collaboration; it reduces theeineeded for its setup, as well as
discontinuation. Since production lead time isicait for the custom orthopaedic
implants manufacturing, it is important to revieletinteroperability issues in its
environment and to assess the potential for eff@jancrease.

Interoperability issues can be considered in tweeats. The first aspect assumes
inter-relationships between knowledge, assets aindepses of the medical (clinical
centers) and production (VBE) environment. The sdaaspect is related to the inter-
operability issues within VBE environment. In mdraditional settings, this consid-
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eration corresponds to distinguishing between eostemanufacturer and manufac-
turer-suppliers interoperability.

The main outcome of the customer-manufacturer lootltion is instantiation of
the product (models) infrastructure, namely, pradegquirements definition. Given
the high requirements for efficiency and qualityisiof outmost importance to intro-
duce some degree of automatization, mostly by rémgoall preconditions for this
collaboration and needs for any kind of previouseaments. Thus, it is necessary to
review the issues of interoperability between thiniaal centres environment and
VBE. The short review of interoperability issuespi®vided below, at the levels of
domain, data, organization and systems.

Domains (conceptual) interoperability concerns shmantic correspondences be-
tween the domain of surgery and manufacturing,ciffg models interoperability
(between pre-operation process model and VBE psoteslel). The problem of cus-
tom orthopaedic implants manufacturing is crossigisary. Hence, the issue of
domains interoperability can be addressed by pnogitbrmal domains vocabularies.
Also, some correspondences between the models different domains can be es-
tablished in order to enable automatic processfrinowledge at the intersection of
the manufacturing and orthopedics disciplines.

Data interoperability issues are related to exchaofgdifferent formats between
different systems. This exchange occurs betweena@tSPRE-OP-Sys and; between
PRE-OP-Sys and IMPL-D-Sys. Former case assumesiciietion of the data for-
mats of the EMR and operation process model. & alssumes interpretation of the
key geometry features on the basis of CT scanshdncase of exchange between
PRE-OP-Sys and IMPL-D-Sys, data formats correspanth the pre-operation proc-
ess model (including key geometric features) andpatric 3D model need to be
reconciled.

Organizational interoperability issues affect adsinative procedures, related to
review of the proposed product infrastructure e/ ¢hinics ethical committee.

Finally, systems interoperability issues are reldatethe interoperation between:

— CIS and PRE-OP-Sys. PRE-OP-Sys need to have cipadbilaccess the EMR
details and CT scans, stored in PACS, by exploithveg references between CIS
and PACS;

— PRE-OP-Sys and IMPL-D-Sys. Since design of the amplis directly related to
the operation plan, the interoperability of these systems is critical;

— IMPL-D-Sys and VBE IT infrastructure. In this caseteroperability issues are
related to exploiting the correspondences betweeduyst model and: 1) CAD sys-
tems, which store parametric 3D model; 2) FEA systewhich store mechanical
analysis models; and 3) Common VBE applicationsviarpartners’ selection and
process configuration.

When semantic interoperability is discussed, ttseds of three above-mentioned
system interoperability axes may be interpretefbimwys.

Pre-operation planning is based on the locationtaadairrangement of anatomical
structure parts within the human body, expressedquiantitative or qualitative way
(by using spatial orderings such as superior, amdateral, etc). This arrangement
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can be formalized by appropriate anatomical ontplf§urger et al, 2008). When
operation is planned, the relevant spatial feataresused to determine the features of
the micro-steps which are carried out during theyety, such as bone screw entry
angles, fixture-bone assembly contact locatiorts, lé&nce, relevant properties of the
spatial relations can be exploited for automategoaing (Schultz and Hahn, 2001),
which can assist pre-operation planning processrdier to make this possible, two
preconditions need to be fulfilled. First, CT scare®d to be semantically annotated
with characteristic geometric features of the ratévbones, where anatomical ontol-
ogy concepts are used for the annotation. SecdR&-®P-Sys must be capable to
infer the spatial relations and corresponding miteps features, by exploiting previ-
ously established logical correspondences betwemttomical ontology and pre-
operation process ontology (model).

Another consideration of CIS and PRE-OP-Sys interalpility is important when
pre-operation planning involves also anaesthegianihg. In this case, it is obvious
that the direct relations between the choices efaaesthesia treatment and medical
history and condition of the patient (readable filBRR) may be used for the benefit
of risk reduction and more efficient surgery.

Above-mentioned spatial relations are also relevdr@n semantic interoperability
between PRE-OP-Sys and IMPL-D-Sys systems is discusThey provide formal
definitions of the geometry restrictions which argically considered when design of
the orthopaedic implant is determined. For examfie, angle between distal and
proximal part of the inner fixture depends on tpecific arrangement of bones and
joints.

Finally, the third perspective to semantic intemadity issues for orthopaedic
implants manufacturing is related to interoperaiafi IMPL-D-Sys system and IT
environment of VBE. The main objective of theseeioperations is to manufacture
and deliver the most relevant and reliable, custethbrthopaedic implant in the most
efficient and effective way, on the basis of theduct's conceptual description.
These processes and proposed semantic interotgratiilastructure for their execu-
tion are elaborated in the following section.

3 Supply chain processes’ configuration in the casd o
orthopaedic implants manufacturing

As it is mentioned before in the case analysis, afrtbe aspects of the interoperabil-
ity issues consideration is related to the VBE mmvinent. This consideration corre-
sponds to manufacturer-suppliers interoperabilitythe first case study of this Chap-
ter, it is shown how the developed formal framewfmksemantic interoperability in
supply chain networks can be exploited for the psepof supply chain configuration.
The case study presents the demonstration of teeofishe SCOR-KOS OWL
model for supply chain process configuration, ngniile inference and presentation
of a SCOR thread diagram for the described cas€ébofor orthopaedic implants
manufacturing. SCOR thread diagram is illustratidrthe specific configuration of
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source, make and deliver processes, designed @ dfathe product topology, par-
ticipants and production strategies for each coraptn

The compliance to industry (community) standards c®mpetitive advantage of a
single enterprise, especially if it depends on iplétsupply chains. It is beneficial for
dealing with horizontal integration, interoperatyilof systems and flexible govern-
ance, as critical success factors for collaboragivierprises. However, these benefits
are realistic only if the compliance is managed imanner which enables a seamless
acquisition, storage, effective use and re-usecamtinuous evolution of knowledge,
relevant to the standards themselves. In other sydtds necessary to establish and
maintain the semantic relations between the referenodels entities and enterprise
knowledge. In order to make this possible, two pnelitions need to be fulfilled.

First, the reference models need to be semantiealiighed, as a condition for the
establishment of the meaningful mappings betweeir #ntities and the concepts of
the enterprise knowledge. In this thesis, thiscisieved by conceptualizing the indi-
vidual entities of the SCOR model and hence, d@metpSCOR-Full ontology.

Second, the enterprise knowledge must be storad iexplicit form. The method-
ology, presented in this thesis proposes the locallogies as a candidate form, asso-
ciated with the methods for making the implicit emprise knowledge — explicit (by
transforming the Entity-Relationship schemas of Eh®s) and for semantic querying
of the local ontologies.

The case study, presented in this section is amgbeaof the usefulness of the pro-
posed methodology of layering the semantics indifierent levels of abstraction,
where semantic applications, which deal with a Bjeproblem (typically common
problem of the VBE) use application (problem) oatpés (mapped to the implicit
reference models, in this case SCOR-KOS OWL mdde®solve this problem.

The specific problem addressed is the supply cbafiguration, namely, the gen-
eration of the process maps, relevant for prodoctib the specific product in the
context of a supply chain.

3.1 SCOR-based modelling of supply chain

The motivation for supply chain modelling of ongeprise may be the strategy de-
velopment, expansion, optimisation and re-engimgeaf processes, standardization
of reorganization of the enterprise, start-ups, inklecisions about outsourcing or
benchmarking or processes. SCOR reference modsidmre four different types of
models, which can be developed for different puggo®n different levels of detail:
Business Scope diagram, Geo map, Thread diagranvankflow or Process model.

Business Scope diagram defines the framework ofstipply chain. Namely, it
identifies its participants and represents basiwgl of information and material be-
tween those participants. Geo map (Ba&e 58 below) is used to represent material
flows in geographical context. In contrast to thesBess Scope diagram, a new level
of detail is introduced — basic subjects in the elling process are not enterprises or
their departments, but process categories.
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Fig. 58.Example of SCOR Geo map
SCOR Thread diagram (sédg. 59 establishes the relationships between process

categories, which are previously assigned to erg&p which implement those proc-
ess categories.

Fig. 59.Example of SCOR Thread diagram

Finally, a Workflow model (se€ig. 60) illustrates a detailed representation of the
Level 3 processes (process elements), all reldtipasbetween those process ele-
ments and enterprises (or departments) which imghétihose processes.
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Fig. 60.Example of SCOR Workflow model

3.2 SCOR-Cfg Ontology

In the development of the semantic framework fqypdy chain processes configura-
tion, the first step was to develop a conceptutitineof the problem. Hence, the case
of the VE for the manufacturing of orthopedic impt is considered as a project,
which is owned by a focal partner of the VE (orkeq. The main project objective is
to produce (or to engineer) a principal productgtock or to order), consisting of
other products (parts), which are produced andeledd by the selected partners from
VBE with different strategies (such as made-todstanade-to-order or engineer-to-
order).

The conceptualization above is used to design proklapplication) ontology —
SCOR-Cfg OWL model. This model is illustrated Big. 61 It consists of following
concepts: Project, Product, Production-Type, Pmdgsth child concepts, corre-
sponding to different process types) and Parti¢gipan
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Fig. 61. SCOR-Cfg ontology

Relations between the concepts are establishedlloying properties:

hasPrincipalProduct(Project, Product)
isComponentOf(Product, Product)
employsStrategy(Product, Production_Type)
employsProcess(Production_Type, process)
owns(Participant, Project)
preceeds(Process, Process)
produces(Participant, Product)

Initially, the SCOR-Cfg OWL model is asserted witistances of production strate-
gies and processes. Hence, Production-Type coheapfollowing individuals: engi-
neering-to-order, made-to-order and made-to-stdtie concept of Process (or its
child concepts — Deliver-Process, Make-Process)-Ptacess and Source-Process)
has following individuals:

D1. Deliver_stocked_product
D2._Deliver_made-to-order_product
D3._Deliver_engineered-to-order_product
M1. Make-to-stock

M2. Make-to-order
M3._Engineer-to-order

P1. Plan_supply_chain

P2. Plan_source

P3. Plan_make

P4. Plan_deliver

S1. Source_stocked_product
S2._Source_make-to-order_product
S3._Source_engineered-to-order_product
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Properties “employsStrategy” and “employsProcess”defined as sub-properties of
the transitive property “employs”. These relaticgrzable the inference of source,
make and delivery processes involved in manufaajuoif the component of specific
strategy.

3.3 Semantic application for supply chain processes’ ofiguration

For the purpose of supply chain processes’ cordiim, a semantic web application
is developed. This application exploits the appita ontology — SCOR-Cfg OWL
model. Use of the application involves:

1. assertion of the product configuration, namely gpal product topology and
manufacturing strategies for each of the comporemds

2. invocation of the algorithm (semantic querying) fendering SCOR thread dia-
gram.

Different process patterns (and roles) are applieeach of the three possible manu-
facturing strategies: made-to-stock, made-to-ocod@ngineered-to-order.

As in the case of SCOR-KOS OWL model browsing ajgion, the semantic ap-
plication is developed by using RAP application greonming interface. For visual
representation, SVG (Scalable Vector Graphics) &g used. For inference, related
to semantic queries, Pellet 1.5 reasoner (Siral, &007) is used.

The functionality of the semantic application israstrated on the case of ortho-
paedic implants manufacturing. In specific, therepke product of custom orthopae-
dic implant for the case of bone cancer tibia issidered.

In this case, the missing part of the bone is mggawith the scaffold, which is en-
forced with the inner fixture. In addition, the dract manufacturing is also associated
with the services of digital reconstruction of tnzatized bone and analysis of bio-
mechanical properties of the implant. From the pectve of supply chain configura-
tion, these two services are considered as pariillobf Material of custom ortho-
paedic implant. Hence, they need to be sourced]eimgnted (corresponding to
SCOR Make process) and delivered, exactly likdnendase of tangible parts, namely,
inner fixture and scaffold.

In the process of supply chain configuration byngsthe semantic application,
product information is acquired by using a softwar@dule for product acquisition in
inter-organizational networks (Zdravkovic and Tregaic, 2009).Fig. 62 shows the
basic interface for the definition of custom orthedic implant product topology,
with entered information about custom orthopaegtiplant product topology.
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Fig. 62.Interface for definition of principal product tdpgy

The submission of the product topology form or wligifin of the product configura-
tion triggers the assertion of the new statememtSCOR-Cfg OWL model. These
statements are related to type assignments ancknbiesd assertionsrig. 63 illus-
trates the partial view to the SCOR-Cfg OWL moddter the assertions.
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The generation of a SCOR thread diagram is donselgcting (and rendering) par-
ticipants of supply chain project, its productsripmnents) and, finally, processes, in
exact order. Participants of selected supply cipaiject are inferred by using a fol-
lowing DL query:

(produces some

(isComponentOf some

(isPrincipalProductOf value <selected_project>)))
or

(produces some

(isPrincipalProductOf value <selected_project>))

In order to enable inference of participants in itifenite number of levels of supply
and demand from the main participant, “isComponé&np@perty is defined as tran-
sitive. Next, for each participant, its componeofts. principal product are inferred by
semantic query:

producedBy value <participant>

and (

isComponentOf some

(isPrincipalProductOf value <selected_project>)
or

(isPrincipalProductOf value <selected_project>))

Employed processes are inferred on basis of adséptecedes” relations, which
determine possible transitions of SCOR processgosites, within participants (S
M,-Dy) or between them (B5,, D,-S,, Ds-S5). The latter, cross-participant asserted
transitions are valuable for the inference of seupcocesses, on basis of principal
product topology. For the selected product, emplgy®cesses are inferred by query:

SC_process and

(((preceededBy some
(employedBy some
(isComponentOf value <product>)))
and SC_source_process)

or

(employedBy value <product>))

Fig. 64 shows the main outcome of the semantic applicat®COR thread diagram.
It is generated by the application script, on badislata collected from SCOR-Cfg
OWL file by DL queries above.
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Fig. 64.Generated SCOR thread diagram

The SCOR thread diagram is a conceptual map oflgugain, built on basis of
rules, asserted in SCOR-CFG OWL, prescribed bySIGOR framework. It enables
the visual representation of high-level procespescess categories), roles and basic
flows of information and resources between supplgirt participants. Some of the
features of the presented application are: inferasfccomplex thread diagrams, gen-
eration of process models and workflows and geivgradf implementation road-
maps. These are elaborated below.

The case above shows only interactions and cobidioms between two levels of a
supply chain: principal customer and its first-tsuppliers. However, the number of
visualized levels depends on the submitted prothmmlogy: if detailed product to-
pology is entered (where principal product topoligyepresented as a bill of mate-
rial, with a full structure to the level of parts, raw material), full supply chain would
be represented by the SCOR thread diagram, witimtingber of tiers corresponding
to the depth of a principal product topology. Hertbe focal partner of the VE would
be capable to gain full and detailed insight intoguess of the project implementa-
tion. In the similar manner, for the purpose oftéetracking of the production pro-
ject, horizontal organization of individual supmlyain actors (VE actors) can be rep-
resented in more detail, by inferring additionattiggpants for different manufactur-
ing strategies: warehouses (owning Deliver and Gogrocesses), plants (owning
Make processes) and headquarters (owning Plangsese

Alignment relations between the SCOR-KOS and SCARR@WL models also
provide opportunities for the generation of dethilerocess implementation road-
maps, consisting of proposed best practices, retesystems (or their modules, capa-
bilities, intended use, etc.) for their executiogsource tracking (SCOR Inputs and
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Outputs), environment for measuring the performasfce supply chain, by using the
SCOR metrics and identification of the processroyerability issues.

3.4 Reasoning about process interoperability issues

The process interoperability may be considerechasiiteroperability between sys-
tems which implement the processes.

For example, the semantic application for supplgirlconfiguration and SCOR-
KOS OWL model enables the inference of the relatigws between individual proc-
ess elements, namely, the flows of the tangibleiatahgible assets between activi-
ties of the processes, identified in the generaifdBCOR thread diagram. FiguFre.

65 illustrates the exchange of these assets fordke of engineered-to-order produc-
tion, namely, between P2. Plan Source, S3. SounginEered-to-Order Product, M3.
Make Engineering-to-Order product and D3. Delivergieered-to-Order product.
This process also involves following process catiegoEP. Enable Plan; ES. Enable
Source; EM. Enable Make; ED. Enable Deliver and an Make. Only “P3. Plan
Make” process category from the last group of aatieg is illustrated orrig. 65
because of the visual representation complexity.

This example corresponds to the collaboration betvtbe focal partner (Implants-
Inc) and scaffold or inner fixture supplier (Bioelor Metal-Inc, respectively) of the
example supply chain for custom orthopaedic imglan&anufacturing.
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If we assume that both partners are using the BRfras, these systems are consid-
ered as interoperable (in context of exchange mé&bion between SCOR processes),
if they are capable to transmit and understandirff@mation which is exchanged
between following process categories:

— S3_Source_Engineer-to-Order_Product andM3_Engineer-to-
Order

— S3_Source_Engineer-to-Order_Product and
D3 _Deliver_Engineered-to-Order_Product

— M3_Engineer-to-Order andS3_Source_Engineer-to-
Order_Product

— D3_Deliver_Engineered-to-Order_Product and
S3_Source_Engineer-to-Order_Product

Since interoperability is considered as unidirewlocapability of the EISs, two dif-
ferent queries are needed to infer the concepthamged between two systems,
where the first one implements Source processh@ffacal partner) and the second
one — Make and Deliver processes (of the supplier).

Information which needs to be sent from the focattper's ERP system to sup-
plier's ERP system and interpreted by the latter lsa inferred by using following
DL query:

(isOutputFrom some (isProcessElementOf value

S3_Source_Engineer-to-Order_Product)) and (isinputF or
some (isProcessElementOf value M3_Engineer-to-Order )) or
(isOutputFrom some (isProcessElementOf value
S3_Source_Engineer-to-Order_Product)) and (isinputF or
some (isProcessElementOf value D3_Deliver_Engineere d-to-

Order_Product))
The above query results with following SCOR Inputt@ut elements:

Scheduled_Receipts
Inventory_Availability

In the opposite direction, following DL query isadgs

(isOutputFrom some (isProcessElementOf value M3_Eng ineer-
to-Order)) and (islnputFor some (isProcessElementOf value
S3_Source_Engineer-to-Order_Product)) or

(isOutputFrom some (isProcessElementOf value

D3 Deliver_Engineered-to-Order_Product)) and (islnp utFor
some (isProcessElementOf value S3_Source_Engineer-t o-
Order_Product))

The above query results with following SCOR Inputtgut elements:

Replenishment_Signal



Production_Schedule

The illustration atFig. 66 shows the interoperability requirements for twoFESys-
tems which implement the corresponding SCOR presgsscording to the generated
SCOR thread diagram (the illustration shows ontgriactions between the ERPs of
focal partner and selected supplier) and inferemekged to the exchange of assets
between those. It is very important to emphasiag ithferred assets are relevant only
when above mentioned SCOR processes environmeohssdered.

Scheduled_Receips
Inventory_Availability

| !

Implants Inc ERP Metal Inc ERP
System (focal System
partner) (supplier)

{ |

Replenishment_Signal
Production_Schedule

Fig. 66.The example of interoperability requirements

Scheduled receipts are the units (of any compooepart) which are already sched-
uled to come in at a particular time. They are p&hby the focal partner and deliv-
ered to the supplier on the basis of the supplipradduction schedule — a plan for
production, staffing, inventory, etc.

According to SCORs semantic enrichment - the SCQRedntology (see Chapter
3, Section 3.2), production schedule is considadub-concept of “setting” notion
and is represented explicitly by the concept “paitun-schedule”, sub-concept of
“function-schedule”->“schedule”. Thus, the samenw&dhe instances of “production-
schedule” concept of SCOR-Full and “Production_$cied’ instance of SCOR-KOS
OWL (of SCOR_Input_Output type) is inferred by foowing simple SWRL rule:

production-schedule(?x) = SameAs (?x, Produc-
tion_Schedule)

In SCOR-Full, a setting is defined as a circumstaoicany type which affects some
course of actions. It is associated with some stateonfiguration of the tangible

(physical-item) or intangible (information-item)s@urces, namely, with an instance
of “configured-item”:

V's (setting(s)) Fci (configured-item(c) /\ has-
realization(s,ci))

The production schedule “setting” is configured the realization of “production-
schedule-item” sub-concept of “information-item”.eite, “production-schedule”
concept inherits the anonymous class, defined as¢kester OWL syntax):
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has-realization some production-schedule-item

“Production-schedule-item” concept inherits anonusalasses, defined as (Man-
chester OWL syntax):

has-product-information exactly 1 product-informati on
has-production-end-date exactly 1 dateTime

has-production-start-date exactly 1 dateTime

has-product-quantity exactly 1 float

,where “has-production-end-date” and “has-producttart-date” data properties are
sub-properties of “has-date-value” data properhd ghas-product-quantity” is sub-
property of has-numerical-value data property. “gesduct-information” is a sub-
property of “has-realization property”. Hence, resay conditions for having one
production schedule item are: 1) to have exactly product associated; 2) to have a
production start date for this product; and 3) &wéra production end date for this
product (for more details, see Section 3.2 of Céap}.

Similarly, “product-information” information iterrsiconfigured (hence, its realiza-
tion is used in the range of first necessary camuiabove) by having exactly one
product id associated:

has-product-id exactly 1 string
In addition, “function-schedule” concept also intethe anonymous class:

Vfs (function-schedule(s)) 3f (function(f) /\ sched-
ules(fs,f))

For the concept of “production-schedule”, this dtind is specialized to:
schedules some production

As shown above, the SCOR-Full ontology semanticddigcribes the concept of pro-
duction schedule. This description is mapped to dbeesponding instance of the
SCOR-KOS OWL model, so it can be used in the cardéSCOR processes and in
this case, for inference of the interoperabilisuiss of the corresponding EISs.

These issues may be considered as resolved iéthargic descriptions of the con-
cepts — messages which are exchanged between systermatched with the corre-
sponding concepts of the corresponding systemselimration and proposed solu-
tion to this problem is presented in Section 4hef Chapter.

3.5 S-ISU formal model for semantic interoperability ofsystems in the Virtual
Enterprise for custom orthopedic implants manufactuing

A SCOR thread diagram is not a process map. In fad just a representation of
supply chain configuration. This configuration cbe considered as a closed-loop
business process model if Plan processes and predelations between the proc-
ess elements are added. A full process model cgeherated by adding and exploit-
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ing rules for configuration of the SCOR Plan ati&g and other activities, needed for
the process model, which are added manually. Fample, in the case of custom
orthopaedic implants manufacturing, following preses need to be considered:

1. Pre-operation planning, shared by the surgeon d@te Moker;

2. Design of the implant, shared by surgeon and VBikdn. In this process, a prod-
uct infrastructure is launched. It contains the asdiive information about the
product itself, including the information, relevdior its production. Hence, this
process also include planning of the sourcing, faturing and delivery sub-
processes, related to scaffold and inner fixtuoalpcts and services of analysis of
biomechanical properties and digital reconstructibtraumatized bone;

3. Sourcing, manufacturing and delivery of scaffold amner fixture. While sourcing
sub-processes are owned by VBE broker or focahpgrimanufacturing and deliv-
ery are assigned to the selected partners (asutheroe of sourcing process);

4. Sourcing, implementation and delivery of servicdsdmital reconstruction of
traumatized bone and analysis of bio-mechanicglgnt@s of the implant. Owner-
ship of the sub-processes is assigned in a simigamer like in the previous bullet
point;

5. Sourcing and implementation of the ethical comraitteview and delivery of re-
view results.

The above processes include the activities, gesebtay the semantic application for
supply chain configuration and are also formalibgd-1SU ontology (see Chapter 4,
Section 3.2) in the formation phase of the VE. §bal of the formalization process is
to identify the interoperation requirements betw#en systems, involved in the VE
and to structure the assets, required for achientafghese requirements.

A VE for custom implant engineering is consideradaaset of processes, config-
ured by simple precedence relations. Then, VEadm(ally) assembled of the enter-
prises which implement its processes. Partnerdigtion of the enterprise in specific
VE is inferred as a property chain:

implements-process(Enterprise, Process) o is-proces S-
of(Process, VE)

Each of the processes is assigned to an individotrprise in the process of VE
formation, after selection.

Interoperations between two enterprises occur whenocess, owned by one en-
terprise, precedes (or succeeds) the process tlieandience, enterprise interopera-
tion relationships may be inferred by using SWRIe rigee Chapter 4, Section 3.2):

Process(?pl), Process(?p2), Enterprise(?el), Enter-

prise(?e2), implements-process(?el,?pl), implements -
process(?e2,?p2), precedes(?pl,?p2), Different-
From(?el,?e2)->interoperate-with(?el,?e2)

Key concepts and properties for firing these rdes presented &ig. 67. Fig. 68
shows example processes (with asserted precedelationships) of the VE for or-
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thopaedic implants manufacturing, assembled of émterprises, where implements-
process property is illustrated by the patterrhefénterprise and process individuals.

M f

Impl-Manu-Cluster

precedes
acilitates

Process

has-proes

custom-imp lant-

has-member engineenng

Enterprise

implements-process

Surgeon ¥ Metal-Inc
Bio-Inc

CAD-Inc

Braker
Implant-Inc

Fig. 67.Relevant assertions in organizational view of 8-titology

make-custom-implant

source-scaffald

deliverscaffold
make-scaffold

SOUCE-CUSIOM- plan-part-sourcing

implant dWliver-custom-implant

plan-part-
anufacturing

implant-design
operation-planning

plan-senices-

recon:
plan-senvices- . implement-digitak-
Nplementation source-digital-  reconstruction
reconstruction

Fig. 68.0Organizational view of S-ISU ontology in the cad@rthopaedic implants manufac-
turing

Based on a rule above, following inferences areeniadhe presented case:

interoperate-with('Surgeon’, 'Broker")
interoperate-with('Broker’, 'Implant-Inc')
interoperate-with(‘'Implant-Inc’, 'Bio-Inc")
interoperate-with('Implant-Inc', ‘Metal-Inc")
interoperate-with('Implant-Inc', 'CAD-Inc")
interoperate-with('CAD-Inc', 'Bio-Inc’)
interoperate-with('CAD-Inc', ‘Metal-Inc")
interoperate-with(‘Bio-Inc', 'Implant-Inc")
interoperate-with(‘Metal-Inc', 'Implant-Inc’)
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While Fig. 68illustrates the portion of the organizational vieivS-ISU ontology, IT
component architecture is described by its assat,vijenerated by dependency rela-
tionships. Dependency analysis is generated byrinfg“uses” relationships between
the components of S-ISU, on basis of the assetbepmoperties of transitive 'uses'
property, such as imports(Ontology, Ontology), tdas-container(Utility, Data-
Container) and uses-utility(Utility or Actor, Utii).

IMPL-MAP

SCOR-
Thread- uses-data
Gen container

~iporss...., MPorE

e impars R

Domonto
N logy
o Ontology
Data- Y\ ™
’r. Container

splicls

wsesdate
contaifier-
Impl-Des-

O
uses-dala-
Op-Plan- container  OP-OWL
3 Ao

uses-data-container

S
FEA-Natve1

usesdata Caitaner —

- > explicits

.......... o GAD-Mafvet

ZasySCOR1 W Usesdata-contang -
explicits

s

Fig. 69.Partial view of the asset perspective of S-ISWlmgfy in the case of orthopedic im-
plants manufacturing

On Fig. 69 the concepts of the asset perspective of S-1S0lagy are represented
with ovals (is-a relations are indicated by dasheels) and instances with diamond
symbols (their types are illustrated with full asrdines). Object properties (imports,
exploits and uses-data-container) are illustratéti @ashed lines. Figure does not
show the services of S-ISU architecture.

The asset perspective of S-ISU ontology is useaksert the existing systems and
their data-containers; to identify the local ontpés; to assert the semantic applica-
tions, necessary for handling common, shared pnubland respective application
ontologies.Fig. 69is only partial illustration of the asset persperiand it also does
not show the EISs of the involved partners (e.gPERstems), their data containers
and local ontologies.

The instantiated model corresponds to the desciibed of bone cancer of tibia. It
exploits the semantics background, which is forrgaliby the local ontologies (cor-
responding to data formats and database schen@AaDf FEA, SCOR and CIS sys-
tems) and one domain ontology — SCOR-Full, the séimanrichment of SCOR
model (see Chapter 3, Section 3.2). The concepitsest local ontologies are mapped
by using logical axioms which are stored in a cantrIMPL-MAP ontology. Then,
this exhaustive knowledge is exploited for the camrmpurposes, by shared semantic
applications for implant design (Impl-Des-App), fmeeration planning (Op-Plan-
App) and process configuration (SCOR-Thread-Gehps& common purposes are
formalized by respective problem ontologies — CIMIRIT-OWL, OP-OWL and
previously described SCOR-Cfg semantic applicafmmsupply chain process con-
figuration.
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4 Retrieving knowledge from the Enterprise Information
Systems

In the previous section, the alignment of implicference model and application
ontology is exploited for supply chain process aunfation in the case of the manu-
facturing of custom orthopaedic implants. Thens tonfiguration is used to infer the
process interoperability issues and to identifpinfation which needs to be transmit-
ted and interpreted by the systems which implentieatconfigured processes. This
information (SCOR Input Output elements) is sentatlyy enriched by using SCOR-
Full ontology. Finally, it is shown how S-ISU onbgly can be used to describe the
organizational and asset perspective of the VEEdstom orthopaedic implants manu-
facturing.

The presented case represents the top-down appidled sense that it exploits
the reference model and its semantic enrichmenthi@rpurpose of providing com-
mon service for the benefit of all members of VBEims at delivering the consumer
value of the semantic interoperability of systetre;ause it provides the tools which
increases the efficiency of VE configuration andsthreduces time and associated
costs for its launch.

However, this consumer value is not significantiess the semantic applications
are capable of making specific conclusions (in a-tieme) regarding functions they
provide, in the context of the knowledge of thetparing enterprises — the members
of the VBE. In other words, an approach is neediest, to make this knowledge
compatible or complementary and, second, to usekimbwledge to make concrete,
specific conclusions about the common function, ¥l partners selection, collabo-
rative planning, collaborative product design, etc.

From the abstraction perspective, this approactoisidered as bottom-up, be-
cause it involves: 1) explicitation of the entespd’ semantics; 2) establishment of
the correspondences between these explicitationsw@ated by the local ontologies),
domain models (such as SCOR-Full, aligned with S&G@KS OWL) and application
models (such as SCOR-Cfg); and 3) reasoning witlintagrated ontological envi-
ronment. The approach used in the step of expiimitais described in Chapter 4,
Section 3.3, where it is shown how implicit souroésnformation about the enter-
prises, such as relational databases can be aitaftyatransformed to formal, local
ontologies. In Chapter 4, Section 3.4, it is shdvaw the semantic queries can be
used to extract the instances of the local ontelgi

In this section, these steps are demonstrated emabe of the collaboration be-
tween two members of the VE for orthopaedic imgamianufacturing. It is shown
how the knowledge about specific EISs can be toanmsfd to formal local ontology
and how the production schedule can be extracted this local ontology, by using
semantic enrichment of SCOR — SCOR Full ontology.
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4.1 Case description and motivation

In Section3.4, it is presented how the interoperability isstelated to the communi-
cation between the focal partner of VE for orthapaeémplants manufacturing and
supplier of implant parts, can be inferred. Thée, information, which is exchanged
between two systems of the focal partner and seppé semantically enriched, by
using SCOR-Full ontology. The formal definition moduction schedule can be, now
used to extract semantically equivalent notionsnelg production schedules, from
these two systems.

One of the benefits of the semantically interopkraystems (sekig. 13 is the
possibility to use the single criterion (or critgrio infer the statements that hold true
in all these systems, despite their heterogendoustgre.

Cy Mosoi =f(Miipi , Moioz, Miip2)

Fig. 70.Semantic interoperability of systems.

Namely, specific semantic query executed agairestidbal ontology @ would nor-
mally infer triples of information from the dataleasf S. However, if mappings (or
logical function of mappings) between;Gnd Q; exist, inferred triples will also
include information from the database ¢@f S

In the case of the VE for implants manufacturingeanantic query, which is made
of the notions of SCOR-Full (or other) domain ootpl, can be used to find the pro-
duction schedule for a specific product, manufaatuyy the supplier of implant parts.
This production schedule is stored in the datalofishe EISs of the supplier, but is
formalized by the appropriate local ontology. Affatent EISs store different struc-
tures of the same data, the concepts of these dotalogies need to be appropriately
mapped to the concepts of domain ontology whidhsisd to extract the required in-
formation.

4.2  Generating local ontology of the OpenERP system

The approach to generation of local ontology islengented on the case of OpenERP
EIS. In the case of manufacturing of the customlami it is assumed that the system
is owned by Metal Inc. enterprise, a supplier @ thner fixture part of the custom
implant. The local ontology is generated with ohbjexr to facilitate resolution of
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process interoperability issues (see Section 3atfpcal partner’'s system can easily
access the production schedules of the supplier.

OpenERP is an open source suite of business apipfisaincluding sales, CRM,
project management, warehouse management, mamirfigctaccounting and human
resources. According to author, it is an open smaiternative for SAP ERP and Mi-
crosoft Dynamics. OpenERP is a client-server switegre the client communicates
with the server by using XML-RPC interfaces. It sif®ostgreSQL relational database
for data storage.

OpenERP database schema is transformed to a letdbgy by using the web ap-
plication which implements the described metho@ (Sbapter 4, Section 3.3).

With all modules installed, OpenERP database co2®®stables. In the first step
of database import into er.owl model, namely, instdion of the OWL representa-
tion of ER model, 3806 individuals are created @68 “attribute” type, 238 of “en-
tity” type and 934 of “relation” type) and 7999 ebj property assertions are made.
These individuals and their asserted propertiesctir correspond to the structure of
OpenERP database schema and they are their [DBY&l representation.

&8 0w (http:/ fwww.masfalni.ac.rs/ontologies/2010/9/ owlowl) - [G:\wwwroot\scor\owl.rdf] =1oix]

Fle Edt Oniologies Reasoner Tools Refactor Tabs View Window Help

<[ [ [& ow trtw:jmvew.masfok .ac.rs

Active Ontology Entities | Classes | Objeet Properties | Data Properties | Individuals | OWLViz | DL Query | OntoGraf | Rues |

=] af

=t | s Ea|

[E-®Thing B [Source.
“hitp:  jwww.masfak.niac.rs/ontologies/2010/9/er.owt#account_accountAAanyURl
‘account_account_template

‘account_account_type
account_analytic_account

® account_analytic_journal
account_analytic_line

© account_bank_statement
‘account_bank_statement_ine
‘account_bank_statement_reconcile
‘account_bank_statement_reconcile_line
account_chart_template
account_fiscal_position

® account_fiscal_position_account
‘account_fiscal_position_account_template Superiasse:

@ account_fiscal_position_tax hasAccountAccountType some account_account_type
account fiscal_posilon tax femplate |

AN T e ey hasCode some string

‘hasCurrencyMode some string
it | ection ey ety | || 6kt s

Object property hierarchy: hasAccountSubscription FECE] ‘hasName some string

el X 9 hasResCompany some res_company

— hasType some string
==hasAccounthlove |

m=hasAccountioveLine

m=nasAccountioveReconcile

m=hasAccountPaymentTerm =l

mshasAccountPeriod

mhasAccountlax

m=hasAccountTaxCode

==hasAccountTaxCodeTemplate

m=hasAccountTaxTempiate

m=hasBoardBoard

m=hasCrmCase Jid|

To use the reasoner cick Reasoner->StartReasoner [ Show Inferences

Fig. 71.0penERP local ontology in Protege.

In the second step of transformation process, ifilzetion of OWL concepts and
properties is done by the reasoner and s-er.owkhiedjenerated. 193 concepts, 493
data-concepts and 2779 properties are inferredh@masis of the SWRL rules, pre-
sented in section 3.3, executed on the literal O\fhresentation produced in a for-
mer step. All inferences are stored in a separaé dle, which is considered as
meta-model of OpenERP database schema, in ordedte the processing require-
ments for the final step.
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In the final step of local ontology generation, gagion transformed classified in-
stances of the meta-model of the OpenERP databéke torresponding OWL con-
cepts and properties (sEg. 71).

Resulting OWL file is considered as the output e$atibed database-to-ontology
transformation process. In the case of OpenERPitiakal work on lexical refine-
ment is not necessary because the database deelegeel natural language to de-
scribe the entities and their attributes.

Resulting conceptualization, namely, generated! lootology fully corresponds to
user perspective of OpenERP system. This is demadedtbelow, in the description
of the manufacturing module of OpenERP system.

Manufacturing module of OpenERP EIS facilitates agament of master data
about products, master Bill of Materials, work eatand routings; it automates pro-
curements management, manufacturing and purch&selding; it facilitates man-
agement of the manufacturing and delivery ordeis @fter-sales servicegig. 72
displays the fragment of the UML representationGdV/L concepts and relations
(from generated local ontology) which describe ti@nufacturing module of Open-
ERP.

The basis for manufacturing management in OpenERRanagement of master
data, namely, Bills of Materials, work cells andutings. Bills of materials
(“mrp_bom” concept orFig. 72 describe the single or multi-level structure loé t
product (“product_product” concept) to be manufeetu— sub-assemblies or raw
material, each of which can be moved from stocknanufactured or purchased (de-
termined by “hasType” functional property of “mrmrh” concept). Work cells
(“mrp_work_center”) represent units of productianagchines or human resources,
determined by “hasType” functional property), cadpalif doing material transforma-
tion operations, with certain production capacéypressed in cycles (for machines)
or hours (for human resources). Routings (“mrp_ingi} define the manufacturing
operations to be done in work cells to produceageproduct. They are associated to
bills of materials.
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Fig. 72.Fragment of UML representation of OpenERP locablogy.

Once the master data is defined, the system camatitally generate the production
schedule (schedule of generation of production #p“mroduction”, and procurement
— “mrp_procurement” orders) by using make-to-ordgles, minimum stock (for
make-to-stock production) rules or production pllaased on forecasts). For make-to-
order production, orders are computed on the lodgjsantity of the ordered product,
bill of material and delivery date. For each of gireduct’s elements which are sup-
plied, a procurement order is generated. Plannéss déhasDatePlanned” property)
for the orders are calculated on the basis of vetgl date and manufacturing and
purchase lead times for the product elements. Fakento-stock production, instead
of the delivery date, minimum stock rules are ufsedoroduction scheduling. In this
case, orders are launched when minimum stock tbiéslare reached.

The logistics of production is managed on the bagfs stock moves
(“mrp_stock_move” concept). OpenERP supports thygees of stock locations:
physical stock locations (warehouses), partnertioea (customers’ and suppliers’
stocks) and virtual locations. The notion of stdmkation is used to define pull and
push flows and to manage all types of storage plaiceluding internal, supplier,
customer, production and others. It is used to m@maanufacturing logistics, since
each of the manufacturing operations (describednfny_routing” concept) can be
associated to a single stock location.
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The above description of how OpenERP system wotikis manufacturing man-
agement semantically corresponds to this domaioieeptual model, illustrated at
Fig. 72 However, although the principles above are usethanage production in
many other (if not all) ERP systems, they are adllized by the different database
schemas. The differences in conceptualization sgbres of the ERP systems design-
ers have negative effect on the capabilities o$eh&y/stems to cooperate. This prob-
lem is resolved by applying the reconciliation neeth of different semantic models,
such as different explicit representations of thwlicit realities of two systems,
namely, local ontologies and conceptual models sgexific domain. In the next sub-
section, the semantic differences between the @imaepresenting the notion of
production schedule in the domain ontology (SCOR}Fand local ontology of
OpenERP system are elaborated.

4.3 Semantic correspondences between the concepts oféDERP and SCOR-
Full ontologies

In Section3.4 of this Chapter, the semantic description @f tloncept production-
schedule of SCOR Full domain model is presenteds dlscription corresponds to
the illustration orfig. 73

information-item

int product-information

as-product-id

1
setting +has-product-informag g 1
has-product-quairity
i 1 1

haz-realization production-schedule-item

=

string

1.% 1

1
1 has-production-start-date

production-schedule has-productioh-end-date 1

dateTime

Fig. 73.Semantic description of production-schedule coniceSCOR-Full ontology.

In OpenERP local ontology, the production schedide described by the
“mrp_production” concept. This concept inheritddaling anonymous classes, which
correspond to the necessary conditions for theénfee of the concept:

hasDatePlanned some time

hasld some int

hasName some string

hasProductProduct some product_product
hasProductQty some float
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hasStockLocation some stock_location
In addition, ‘mrp-production” concept is in rangktioe following properties:

hasDateFinished(mrp_production, time)
hasStockMove(mrp_production, stock_move)
hasMrpBom(mrp_production, mrp_bom)
hasMrpRouting(mrp_production, mrp_routing)

Given the semantic descriptions of “production-sithe” concept of SCOR-Full and
“mrp-production” of OpenERP ontology, it can beiBasoncluded that intensional
definition of the “production-schedule-item” conteggmantically corresponds to the
“mrp-production” concept of OpenERP local ontolo@ius, these two concepts are
considered as logically equivalent.

Hence, the following SWRL rules can be assertdtiéanapping ontology:

(1) production-schedule-item(?x) = SameAs (?x, mrp-
production)
(2) mrp-production(?x) = SameAs (?x, production-

schedule-item)

The SCOR-Full concept of “product-information” cesponds to OpenERP’s “prod-
uct_template”, which is associated to a “produatdpct” concept by “hasPro-
ductTemplate” property of the “product_product” cept. The anonymous super-
classes of the “product_template” concept of OpdpPiRal ontology are:

hasCostMethod some string

hasld some int

hasMesType some string

hasName some string

hasProcureMethod some string
hasProductCategory some product_category
hasStandardPrice some decimal
hasSupplyMethod some string

hasType some string

Finally, following SWRL rules can be asserted wgthal to enable semantic querying
of production schedules for specific product onltieal ontology.

(3) product-information(?x) = SameAs (?x, prod-
uct_template)
(4) product-template(?x) = SameAs (?x, prod-
uct_information)
(5) product-information(?pi) /\ has-name(?pi, ?n) = has-

Name(?pi, ?pid)
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(6) production-schedule-item(?psi) /\ has-product-
information(?psi, ?p) /\ hasProductProduct(?psi, ?pp)
= hasProductTemplate(?pp, ?p)

Rules (3) and (4) establish the logical equivaleraationship between SCOR-Full
concept of “product-information” and OpenERP looatology’s concept of “prod-
uct_template”. Rule (5) establishes the logicaliesjence of the properties “has-
name” (of SCOR-Full) and “hasName” (of OpenERP)tha case that “production-
information” concept (or equivalent “product_templa is in the domain of has-
name” property. The last rule (6) establish theidalgrelationships between “has-
product-information” property of “production-schdetitem” (of SCOR-Full) and
“hasProductProduct” and “hasProductTemplate” prigenof OpenERP local ontol-
ogy.

Semantic correspondences between the conceptsalfdnd domain ontology are
established with a main objective to enable reagpah the local ontology where the
concepts of domain ontologies are used for buildirgemantic query. Hence, it be-
comes possible to use the terms of domain ontotogyfer on the multiple local
ontologies, representing different partners in @l Enterprise. This is elaborated in
the next sub-section.

4.4  Execution of semantic queries

Once the local ontology of OpenERP system is geedrand correspondences be-
tween this ontology and domain ontology (e.g. SCRMR} are established, the

method for semantic querying of the local ontolsgi#escribed in Chapter 4, Section
3.4 can be applied to facilitate extraction of tekevant information, such as a pro-
duction schedule for a specific product.

For example, in SectioB.4 of this Chapter, reasoning about process ipexabil-
ity issues is elaborated. Those issues are retatéteroperation between the ERP
systems of two partners of VE for custom implanmnofacturing (Fig. 12). In this
case, it is inferred that the production scheduafermation is exchanged between
these two systems. Here, the focal partner canausemantic query to extract the
production schedule for a given part from the dasebof the ERP system of a sup-
plier (inner fixture F12). This semantic query danwritten by using a common dic-
tionary of the VE, in this case — SCOR-Full ontglognd is as follows:

has-realization some (production-schedule-item and has-
product-information some (has-name value "Custom in ner
fixture F12"))

Assuming that the semantic correspondences bet®#€&R-Full and OpenERP local
ontologies are established as elaborated above,sdmantic query is expected to
return all instances of SCOR-Full “production-sahled concept which satisfy the
condition of being associated with products whoaea is “Custom inner fixture
F12”, where those instances are formal representsif data from the database of
OpenERP system.
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The queries like the one above are executed agamstentral, mapping ontology,
which imports all ontologies and stores SWRL ruldsch define logical correspon-
dences between their concepts. Two scenarios ®ettacution are possible, depend-
ing on the approach to instance population (se¢id®e8.3. of Chapter 4). Massive
dump approach to instance population assumes thdata is represented as indi-
viduals in the process of ontology generation (@pping of existing ontology with
database schema). In this case, the semantic qbere would normally return all
relevant instances.

Query-driven population approach (deig. 74 assumes that individuals are as-
serted to ontology at the time of the semantic gesecution. This approach is used
in the development of S-ISU environment. In thipmach, two types of query re-
writing mechanisms are needed; first one needg tcapable to transpose the seman-
tic query, written by using the language of domaittology, into another semantic
query, which can be executed then on the locallogyo

Rewrite Rewrite

DL Semantic DL Semantic
Query (SCOR- CQuery SCL Queries
Full} {OpenERP)
Mapping
Execute@

ontology
OpenERP Local
ontology

Import Q 9 Import Assert
Fig. 74.Semantic querying of query-driven populated orgglo

SCOR-Full
Domain
ontology

The second type of query rewrite mechanism is rmadetransform the semantic
query to SQL query or queries which are executatiéendatabase; result-sets are then
represented as logical statements which are firedberted to local ontology. This,
second type is developed in the scope of researdepted in this thesis and is ex-
plained in detail in Section 3.4 of Chapter 4.

The DL query which returns the production schedatethe product (part) with
name "Custom fixture F12" from the local ontolodyOpenERP system is:

mrp_production and hasProductProduct some (hasProdu ctTem-
plate some (hasName value "Custom inner fixture F12 )

According to the method, in the first step of setitaguery execution, the query is
decomposed to following 4-tuplets:

X hasProductProduct some bNodel
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bNodel hasProductTemplate some bNode2
bNode2 hasName value "Custom fixture F12"

In the next step, SQL queries are generated fdr ehthe 4-tuplet, from bottom up.
The domain of “hasName” property of OpenERP ontplisgthe union of 170 sets —
concepts, each of which corresponds to a data.thlalece, the resulting SQL query
is an array of 170 SELECT queries.

The SQL queries, generated by the module for semgunery execution for the
last 4-tuplet are, as follows:

(1) SELECT * FROM account_account_template WHERE
name="Custom fixture F12'

(2) SELECT * FROM account_account_consol_rel WHERE
name="Custom fixture F12'

(65) SELECT * FROM product_template WHERE name="'Cus tom
fixture F12'

(170) SELECT * FROM wkf_workitem WHERE name='Custom fix-
ture F12'

The queries are executed and resulting datasetraarsformed into logical state-
ments which are, then, asserted to a temporary Inode

The query (65) above returns the product templaseription, matching the given
criteria. The result-set is then transformed i lbgical statements, which describe
an instance of “product_template” concept and ésassary conditions.

custom-fixture_f12 type product_template
custom-fixture_f12 hasCostMethod 'Average price'
custom-fixture_f12 hasld 1332

custom-fixture_f12 hasMesType 'Measure type'
custom-fixture_f12 hasName 'Custom fixture F12'
custom-fixture_f12 hasProcureMethod ‘Make to Order'
Inner-Fixtures type product_category

Inner-Fixtures hasName 'InnerFixtures'

Inner-Fixtures hasld 12

custom-fixture_f12 hasProductCategory Inner-Fixture S
custom-fixture_f12 hasStandardPrice 540.00
custom-fixture_f12 hasSupplyMethod 'Produce’
custom-fixture_f12 hasType 'Product type'

These logical statements are then asserted intpotemy model (stored in memory
space of the semantic querying engine).

It is important to emphasize that a query execupoocedure is recursive. The
query is expected to extract from the databaseaasert all necessary conditions for a
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given concept. When the result set includes a fidiith is at the destination of one-
to-many schema relationship, the algorithm sigttadsoccurrence of another concept
(not a basic data type) as a necessary conditiothi$ case, another SQL query is
executed to extract the result set which correspaadhis concept. In the above ex-
ample, for the definition of necessary conditiofisproduct_template” concept, the
instance of the “product_category” concept needset@onstructed and asserted to a
temporary model.

In the next iteration of the query execution, néttuplet is transformed into a set
of SQL queries. As it is shown above, value reitnis are transformed to SQL que-
ries in a simple way, where basic data-types (i ¢hse, strings) are used as criteria.
In this iteration, the criterion is defined with @rstance(s) of the ontology (in this
case, bNode2 array). In the example above, onlyinstance is asserted into local
ontology, as a result of a first iteration. Thusthe second iteration, following state-
ment is transposed to SQL queries:

bNodel hasProductTemplate custom-fixture-f12

When existential restrictions are used, SQL WHEREesents are interpreted as the
values of the functional data properties of thigance:

custom-fixture_f12 hasld 1332

Given the fact that the domain of “hasProductTemaflaroperty is a union of three

concepts (“product_pricelist_item”, “product_protiuand “product_supplierinfo”)
in OpenERP local ontology, following set of SQL gas is generated:

(1) SELECT product_pricelist_item.* FROM prod-
uct_pricelist_item, product_template WHERE prod-
uct_pricelist_item.product_template_id=product_temp la
te.id AND product_template.id='1332"

(2) SELECT product_product.* FROM product_ product, prod-
uct_template WHERE product_ prod-
uct.product_template_id=product_template.id AND pro d-
uct_template.id="1332'

(3) SELECT product_ supplierinfo.* FROM product_ su p-
plierinfo, product_template WHERE product_ supplier -
info.product_template_id=product_template.id AND
product_template.id="1332'

In this example, only the second SELECT query retfisome value, because custom
fixture product is engineered to order, so no fist®r supplier information is rele-
vant for its description. Similarly like in the @asf the first iteration, a result set is
transformed into a set of logical statements, wtdelscribe the instance of “prod-
uct_product” concept of OpenERP local ontologyubing its necessary conditions:

custom-fixture_f12_p type product_product
custom-fixture_f12 p hasld 67
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custom-fixture_f12_p hasProductTemplate custom-
fixture_f12

These logical statements are also asserted injooi&ry model. In the last iteration, a
domain of “hasProductProduct” property is deterrdifier a given range (“custom-
fixture_f12_ p” instance). Then, the value of fuonatal property of a criterion instance
is used to generate SQL query. This set has 22 SEldueries because the domain
of the “hasProductProduct” property is union ofckasses:

(1) SELECT account_analytic_line.* FROM ac-
count_analytic_line, product_product WHERE ac-
count_analytic_line.product_id=product.id AND prod-
uct.id="67'

(7) SELECT mrp_production.* FROM mrp_production, pr od-
uct_product WHERE
mrp_production.product_id=product.id AND prod-
uct.id="67"

(22) SELECT stock_warehouse_orderpoint.* FROM
stock_warehouse_orderpoint, product_product WHERE
stock_warehouse_orderpoint.product_id=product.id AN D
product.id="67"

In contrast to a previous iteration, in this stiyg, instances of more than one concept
of OpenERP local ontology are returned — all ins¢snto which the custom fixture
product is associated (the domain of “hasProduchia® property), such as ac-
count_invoice_line, delivery_carrier, mrp_bom, astbers. Then, the result sets are
transformed to logical statements which are asdedea temporary model. Some
relevant statements are:

custom-fixture_f12_prod_sched type mrp_production

custom-fixture_f12 prod_sched hasDatePlanned '2012- 02-15
23:59:59'

custom-fixture_f12_ prod_sched hasld 67

custom-fixture_f12 prod_sched hasName 'Production s ched-
ule for Custom fixture F12'

custom-fixture_f12_ prod_sched hasProductProduct cus tom-
fixture f12 p

custom-fixture_f12_prod_sched hasProductQuantity 3. 0
custom-fixture_f12_ prod_sched hasDateFinished '2012 -02-17
23:59:59'

stock_location_w2 type stock location
stock_location_w?2 hasAllocationMethod "
stock_location_w2 hasChainedAutoPacking "
stock_location_w?2 hasChainedLocationType "
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stock_location_w2 hasld 8

stock_location_w2 hasName "

stock_location_w?2 hasUsage 'Warehouse 2'
custom-fixture_f12_prod_sched hasStockLocation
stock_location_w?2

At this time, all instances required for the sentargpresentation of the query result
are stored in a temporary model, in the memoryhefihference engine. A second
step of the semantic query execution method — geregution and assertions can be
considered as completed.

In the third, last step of the method; a semantiqDery is executed on the tempo-
rary model, in order to filter only relevant instas. Namely, as it is shown above in
the description of the third iteration of the querecution step, the property domain
inferences may result with some excessive infomnatihich is not relevant for the
case. Also, in case where the complex semantidepiérith multiple restrictions on
the desired instance, see Section 3.4. of Chaptaredexecuted, the intersection of
the resulting instances’ sets, each corresponditiget individual restrictions, need to
be inferred. Finally, this filtered model is retechas an end outcome of the semantic
query execution. The representation of the outcoftbe production schedule query-
ing for the product “Custom fixture F12” is illuated onFig. 75 (data properties are
not displayed).

product_template A custom -Fiture_f12

D EFas instance D

*'] asProductTemplate

@ custom-fixture_f12_p
product_product

D “has instance D

Inner-Fixtures
& custom-fixture_f12_prod_sched * *

."'Eas instance
@ stock_location_w2 :% _
D as instance product_categon,r
4has instance mrp:production
stock_lpcation D
Fig. 75.Visual representation of the production schedoteskample product “Custom fixture
F12”.

The resulting graph is a semantic representatioth@fproduction schedule concept
and is delivered after the semantic query is tanséd to a set of SQL queries which
are executed in the database of OpenERP system.itéas@ncepts and instances can
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be mapped to the domain models and, hence, mom@need reasoning may be en-
abled. More important, a production schedule conoépenERP local ontology

may become logically equivalent to the correspogdioncepts of other systems’
local ontologies. Thus, these systems will becoagable to logically interpret mes-
sages which encapsulate different production sdeedu

Chapter 6: Conclusions

of research and development of the Formal frameworkor
semantic interoperability in supply chain networks

Abstract. In this thesis, the methodology and process oéldgment and veri-

fication of a formal framework for representatiamdareasoning of knowledge
in supply networks is presented. As a conclusiodisaussion of the presented
results is given in this Chapter. This discussiariudes a critical view to the
state-of-the-art in the relevant scientific areaajn features and restrictions of
the presented methodology and the resulting onimdb@nd technical frame-

work, elaboration of the possible impact and idedigaps. The latter is used
to set future research directions, important fopriowing the usability and ap-
plicability of the presented methodology. The d&sian also includes explicit
answers to the research questions, set in Chapfahis thesis.

1  The impact of the state-of-the-art research to senmic
interoperability in supply chain networks

Despite the potential decrease in operational aatiscomplexity, introduced by the
homogenous systems, it is a fact that enterpriséscentinue to have mixed ICT
environments for the foreseeable future. The maason is leveraging the existing
investments and specific requirements, which cabecaddressed by the “standard”
architectures. It is even expected that, due tcease of the data complexity (related
to increased enterprises’ demand for automatiod)farther ICT developments (par-
ticularly related to future internet technologiet)e rate of the heterogeneity in the
systems architecture will increase. Thus, interabiity is expected to become more
critical feature of the EISs. This assumption raisee important question on the
readiness of the existing research of enterprisgaperability to deliver the practical
results and related benefits.

The great most of the relevant works in this aselaaised on the results of IDEAS,
ATHENA and INTEROP NoE projects. Discussion in $&tP.3 of Chapter 2 shows
that these works are strongly compatible. While A3Efocuses on structuring inter-
operability issues, ATHENA adopts IDEAS frameworidat seeks for solutions for
those issues. Then, EIF goes one step back toedifninteroperability barriers and
to discuss those within each of the ATHENA's infezmability levels. One should
consider that the theoretical background of therpmise interoperability as a scien-
tific topic is already set in the scope of the abpvojects. The content of the EU FP7
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work programs shows that enterprise interopergbiditcurrently researched at the
implementation level, where mostly technical pagati are developed on the top of
the current Internet infrastructure, to enableataptation and implementation of the
conceptual frameworks, developed in the past.

However, despite many efforts in development ofriaperability frameworks, the
enterprise interoperability related concepts are yab sufficiently defined. Formal
statements of interoperability domain and interapdity domain ontology are
needed (Chen et al, 2008). Some initial work td@fate ontology of interoperability
has been performed within ATHENA and INTEROP NokHt the development has
not reached a sufficient maturity. Furthermore, reuntr results are, to some extent,
inconsistent with existing definitions of the emtése interoperability.

Interoperability is related to the federated apphgavhich implies that systems
must accommodate on the fly in order to interogeraho pre-determined assets are
assumed. However, this is not the case with thstiagi frameworks. The use of se-
mantics (ontologies) is suggested to enable rekatich between two systems on
different levels. But, the structuring of the irdperability problem into proposed
levels poses a serious constraint in this case.@Nanmdividual level, as proposed by
the frameworks, cannot be semantically analyzedrfipfementing a full ontological
commitment) in isolation from the others. This tygeapproach poses the technical
difficulties, which, on the other hand, increase #mount of technical requirements
to be fulfilled so two systems can become interaplex.

In conclusion, it is the author’s opinion that eptéese systems should not be ex-
posed to the interoperable environment by the sewelany other conceptual catego-
ries, but by ontologies. Then, ontologies shouldi®ad in reconciliation and semantic
querying process as an asset to determine or égahmlevel of interoperability. So,
the only pre-determined asset, which is neededvsosystem can interoperate is a
common semantics. In a way, the discussion on déisec larchitecture of the semanti-
cally interoperable systems in Sectib2 of Chapter 2 shows that this kind of techni-
cal independence can be achieved by making twesgsssemantically interoperable.

When considering the principles of the semantieryerability of systems, de-
scribed in Sectiod of Chapter 2, it can be concluded that it is ungitoonal and uni-
versal. It is not structured by the levels, norgldeassume the particular kind of ar-
chitecture for its implementation (by using, fomexle, SaaS paradigm). Restrictions
may occur, but they can be only related to: a) imgleteness and lack of validity of
logical correspondences between two ontologiesexXpressiveness of the implicit
models, namely local ontologies; c) expressivernéshe languages, used to formal-
ize those models; or d) restricted access to sdrntgednformation, modelled by the
parts of local ontology.

The above position on the structuring of interop@ity implies one important as-
sumption: the problem of enterprise interoperabgtiould be reduced to the problem
if interoperability of their information systemslthough very relevant for the enter-
prise interoperability, the problem of alignmenttb& organizational and ICT per-
spectives of one enterprise is not an interopeatalptoblem. It is dealt by the scien-
tific topic of enterprise architecture and MDA pdigm. Also, this topic is expected
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to provide the (weak) formalisms which can be us&@ context of semantic interop-
erability of systems.

In the field of enterprise architecture, Chen ef28l08) identified some major re-
search issues that need to be tackled in the futarehe benefit of the enterprise
interoperability. They argue on the need to puterefforts in development of Type 1
reference architectures at higher level of abstast These would facilitate more
efficient process of enterprise engineering andgration. In the opposite direction,
enterprise architectures need to be associatedhigtier abstraction formalisms, the
languages or ontologies for representing enterpaishitectural structure, features
and properties at earlier stages of design. Almekploitation of the enterprise archi-
tectures may be enhanced if architecting principled evaluation methods are more
developed and the existing architectures — justifitom the conceptual (require-
ments, purpose) and economical (benefits for thierprise) view. Last, but not the
least, continuous alignment of business and ITitercture is considered as one of the
greatest challenges for implementing enterpriséitecture in industry. This align-
ment addresses the problems occurred during treegses of IT change management
and evolution of the enterprise architectures andxpected to be implemented by
using MDA paradigm.

When considering the semantic interoperabilityystems, the approaches to con-
ceptualization used to develop systems and conedgu¢he extraction of this se-
mantics are still important issues because of ifferdnt, often contextual under-
standing of tacit knowledge embedded into entegpsistems. These issues are typi-
cally driven by the misbalance of the needed ogiold commitment and epistemo-
logical dimension in the conceptualization procésshis sense, the task of the EIS
conceptualization is not really to conceptualize BiS models, but to make the as-
sumptions on the mental models of the informatigstesns’ designers, which they
then expressed as Entity-Relationship models, aridttoduce the ontological com-
mitments by making those models fully or partiaiguivalent to the real world se-
mantics. The analysis of existing database-to-ogtobhpproaches, presented in Sec-
tion 4.5 of Chapter 2 shows that this objective is reitachieved. The presented ap-
proaches suffer from serious weaknesses with retgalack of full interpretation of
the ER models, mainly related to lack of logicalplivations of the cardinality of
relationships and existential constraints (mangegtements).

Still, there are some more general issues of ofisigi the domain of the conceptu-
alization to database schema. Sometimes, ER mautsely database schemas, do
not capture the semantics of the application femetiity and underlying data models;
when information systems are highly generic, thpliagtion semantics is actually
captured in the populated table rows. For exampl8usiness Process Management
systems, the structure of the enterprise processasely activities, associated data
structures (messages), compensation and errorihgrulbcks, etc. are defined by a
system user and are not expressed by the datatia=ma. This issue is evident even
in trivial cases. For example, attribute of “tyge”often used by database developers
to describe some entity. It is typically transforhie hasType(string) property. In this
case, the meaning of this property is unknown, bseaf the ambiguity of the lin-
guistic term of “type”. Similar remark can be maakso for often used notion of
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“status”. However, sometimes this meaning can lierdened if the list of associated
data (strings) in database rows is semanticallyyaed in the context of domain (en-
tity) of the property above. For example, if OWLUSsed as a formalism, “hasType
some bNode” construct may be used to model thipgrty, where bNode is anony-
mous class that contains enumerated (owl:oneOifeis which correspond to data
associated to the attribute. In a more formal apginpthe values of those attributes
may be considered as classifiers of the subsunastes$. For example, the property
hasType(string) of the concept Machine tool, assewith one of the following val-
ues: “turning”,”milling” and "drilling” may enablenference of the respective sub-
concepts of the Machine tool concept - Lathe, kit Drill.

In above cases, the intervention of the domain xpeenriching the conceptual
model is inevitable. Some research is tackling thésie by providing the tools to
automatically or semi-automatically discover thenaatics buried into existing data
patterns (Astrova, 2004). Anyway, it is highly kealy that the ideal of fully auto-
mated process of local ontologies developmentlvélreached in a near future. Gen-
erated local ontologies should always be considasethtermediary models, which
need to be refined by the domain or EIS experts.

The final research question asked in Chapter &hsit are the practical benefits of
the enterprise (semantic) interoperability; or wisathe impact of the relevant results
of the scientific topics summarized in this Chapterthe way business is actually
done?

Section6 of Chapter 2 provide the answers on how the ntissues of the tradi-
tional supply chains will be resolved in the futamed what are the directions for es-
tablishment of what is considered as new orgamimatiforms. Although significant
innovation is made in this topic, the essence ef ghpplier-customer relationships
remains the same as in what is considered asitnaalitsupply chains. The economic
phenomena, such as globalization, outsourcingeassrd demand for customization
and specialization do not change this essence.iFltiee reason why the title of this
thesis still refers to the supply chains, and nathe new terms of Virtual Enterprise
or Collaborative Networked Organization. Howeverisi a fact that these new cir-
cumstances of doing business, as well as new eagaints for flexibility and rapid
market response, have big impact on how the supplistomer relationships are
established and facilitated. It is expected thatesponding new methods and ICT
facilities will directly benefit from the advancaesthe topic of semantic interoperabil-
ity of systems. Namely, its main feature and advg@tover conventional interopera-
bility or integration is lesser technical precoratis needed for systems interoperation
and thus, lesser operational costs and shorterrteaded for the implementation. The
latter is considered as critical for new dynamippy chains, which are created for
the individual opportunities.
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2 The language of interoperability: an approach to
formalization of supply chain operations

Semantic interoperability can be easily explaingdubing the basics of the human
communication. When enterprises are exchanging agessduring a collaborative
process, their information systems are respondderticulating, transmitting and
interpreting these messages. By default, informasigstems are not built with the
purpose to cooperate. Hence, the “language” theletstand is a local language and
it is not useful for communication. This is the maésue of EISs interoperability. In
this thesis, this issue is addressed by proposiiognaal framework for collaboration
in a supply chain — a basic form of collaboratia@ivieen two or more enterprises.
The main principles of this formalization procese described in the remainder of
this Section. Provided elaboration of the methogplapplied in the formalization
processes is intended to answer on the followisgarch questions:

— What are the main principles for the developmena dbrmal model which may
facilitate a semantic interoperability in a supphain environment?

— What are the most suitable method and/or appraaitk tievelopment?

— How will this model fit into the formal descriptiosf the semantic interoperability
of systems?

When all local languages are translated to univefsmain knowledge, this domain
knowledge is then used as a facilitator for the mwmmication. The pre-condition for
implementing the above scenario is to have allllteraguages and domain knowl-
edge - formally described, by using the same fosmal When same formalism is
used for all those formal descriptions, it is afgussible to define correspondences
between the notions of the local languages and ohokr@owledge. Now, domain
knowledge can be considered as advanced dictiomdrigh is used to formally de-
fine meanings of all terms of the exchanged message

The meaning is formally defined because it is ideshto be computable or in-
ferred by the different agents for the differentgmses. This formal definition aims at
bringing closer the symbols, used to formally diégcia particular object, to its typi-
cal mental representation. With regard to this, ltggcal positivists strongly argued
that the meaning is nothing more or less than ril tconditions it involves. Here,
the meaning is explained by using the referenceébdamctual existing (possibly also
logically explained) things in the world. The preseof the representation of such
meanings is called intensional conceptualization.

In linguistics, meaning is what the sender expiessemmunicates or conveys in
its message to the receiver (or observer) and thieateceiver infers from the current
context (Akmajian et al, 1995). The diversity oétbontexts in which the same mes-
sage is inferred may easily lead to different iptetations of the meaning of this
message. The pragmatic meaning considers the d¢srtkext affect the meaning and it
distinguishes two of their primary forms: linguéstand situational. The linguistic
context refers to how meaning is understood, witlrelying on intent and assump-



tions. The situational context refers to non-lirggigi factors which affect the meaning
of the message.

The linguistic context of the meanings dependsheneixpressivity of the vocabu-
lary used to describe those meanings and a levabsifaction applied in its devel-
opment. Both factors significantly influence thepahility of the receiver to under-
stand the transmitted messages. The expressivitgadbulary basically refers to the
number and diversity of the concepts (and theiperties) used to describe one do-
main of knowledge. The higher levels of expresgidte important for the cases of
very specific communication about highly focuseduss of the domain. In most
cases, it is very likely that the outside listendt not understand the communication
between two domain experts.

The level of abstraction has more profound imp&ke human reasoning of an un-
known term is done by attempting to refer to th@wn related concepts (or truth
conditions). When this is not enough to classifielan, humans reduce or eliminate
some truth conditions in attempt to infer a moraegal, more abstract, known term,
which may help in understanding the initial onem@times, even more truth condi-
tions are added so the unknown term is speciat@zedknown one. Hence, existence
of the different levels of abstraction of similarms or groups of terms may certainly
help in understanding the domain knowledge.

Typically, higher level of abstraction used in depenent of one vocabulary, im-
plies lesser expressivity and vice-versa. Howetrer,advantages of both factors can
be combined by developing different vocabularieosenconcepts are referenced to
each other. Hence, highly abstract, less expredsiosvledge may be related to a
very specific one. If we consider the above-memeommunication between two
experts on the focused domain issues, it is cletrthe references to the known gen-
eralizations of the specific terms would certaihbip the outside listener to under-
stand this communication.

However, one question still remains - which knowledo use to make these vo-
cabularies? There are many efforts related to dmeeptualization of the enterprise
knowledge, including architectures, frameworks amdologies. Some of the most
important work on this topic is shortly presented aeferenced in Section 5 of Chap-
ter 2. The main problem of these knowledge modekxactly the lack of balance in
layering the levels of abstraction. The crucialmafor this issue is the use of inspi-
rational, top-down approach in their developmentotder to address this issue, the
development approach proposed in this thesis, sedan using the real-life knowl-
edge about the domain as a starting point, whe@FS@odel is selected as a natural
choice. The implicit knowledge on the supply chaperations, captured by SCOR is
described by using the selected formalism. Thethéninduction and synthesis proc-
esses, this knowledge is made explicit, as its deane logically mapped to a corre-
sponding terms of new domain ontology — SCOR-Fiilis method overcomes the
limitations of the existing top-down approachesitdology development (presented
in Section 2.3 of Chapter 3) and thus, it is a tdeté for real industry application.
Still, it takes into account the possible advansagfebottom-up approaches because it
allows having the concepts of the framework assedito the concepts of some upper
ontology. This statement concludes the answer es¢lcond research question.
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Given the discussion above and in response toitkerésearch question, men-
tioned in this Section, following main principlesrfthe development of a formal
model which may facilitate a semantic interopeitbih a supply chain environment
are identified:

— OWL-DL is used as formalism for describing the niaga and contexts of the
formal framework for supply chain operations. OWL-Provides maximum pos-
sible expressiveness while retaining computatiaoahpleteness, decidability and
availability of practical reasoning methods.

— The linguistic context of the meanings is providgdthe concepts of domain on-
tologies, formal descriptions of the knowledge doma

— Linguistic and situational context of the meanireged a meaning itself are de-
scribed by using assumptions on the intent of #rader. The intent is typically
conceptualized by providing the truth conditionsdagiven concept.

— The central domain ontology is developed as a sémanrichment of the industry
standard model — reference process model.

— Additional contexts are provided by other domaitotagies. Thus, the vocabulary
for EISs is extended, as well as the competentigeodlomain knowledge.

— The situational context of the meanings is provilgdhe concepts of problem or
application ontologies - the formal descriptionsspécific problems which are ad-
dressed by the semantic applications which uséotineal framework.

The principles above are used to develop the fofraatework for semantic interop-
erability in supply chain networks. This framewadskpresented and described in Sec-
tion 4 of Chapter 3.

In the architecture for achieving the semantic rimperability of systems in the
supply chain, the formal models make explicit tbenmon knowledge of the supply
chain network. The backbone of this knowledge iORCreference model. Then,
SCOR formal model is related to the common knowdedfout the enterprises or
other perspectives of the supply chain. This kndgeis represented by the domain
(or even upper) ontologies. Next, the common kndgéeof the supply chain network
is contextualized by using problem or applicatioriofogies, which formalize some
specific, integrative, shared, commonly used fuomgiof the network in a whole.
Finally, individual enterprises are representedhia formal framework by the local
ontologies.

Exactly these local ontologies are formal desaipgiof the local languages used
by the EISs to collaborate each with another. btstef the exchange of the informa-
tion between systems, the formal definition of Hemantic interoperability of sys-
tems, presented in Section 4.3 of Chapter 2 corssittet inference of the logical
statements, based on the exchanged data is dong. iThpecialize the general notion
of enterprise interoperability to establishmentredf logical correspondences between
the islands of the enterprises’ semantics. Consety & demonstrates that the latter
implies the former. In other words, enterprise sy® may be considered as interop-
erable (or more specific, semantically interopegphf their semantic representations
are mutually correspondent. These correspondemeeéilitated by using the com-
mon vocabularies — domain ontologies.
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3 Experiences from the implementation of formal framevork
for semantic interoperability of systems for SupplyChain
Management

In Section 1 of Chapter 5, a consumer value of s¢éimaveb technologies is dis-
cussed from the perspective of the conceptualizasimnd. The conceptualization
stand is considered as one of the most importastesis factors for achievement of
the wider outreach of development of ontologiessmantic interoperability of sys-
tems. It is also identified as a possible bottléniecdefining the interoperability in-
frastructures, because poor conceptualization idesismay easily lead to serious
restrictions and dependencies in real-life applicest The methodology for defining
the formal framework for semantic interoperability supply chain networks takes
pragmatic approach by combining the consumer-aatent of top-down and effi-
ciency of bottom-up paradigm. More detailed diseus®n the main features of this
combined approach, in the context of the expecttsumer value is provided in
Section 1 of Chapter 5.

While above-mentioned Section describes how theeaegd rate of utilization is
affected by the conceptualization stand, now iin® to bring the final arguments for
the architectural choices, made during the devetopraf the implementation view of
the semantic interoperability framework proposedhis thesis, by using the same
criteria. The arguments correspond to the answeetiset following research questions,
proposed by this thesis:

— Which software services, applications, components @ssociated assets must be
developed in order to become possible to expl@itfttimal framework for seman-
tic interoperability of the systems in supply chain

— How they will be configured?

— What is the level of human involvement in the pssef making two systems
semantically interoperable?

The main architectural choice in implementing ttaxfework is posed by the trend of
continuous utilization and commaoditization of ITcieology. This trend implies that
the basic functionalities of IT will be made avaika to all enterprises comprehen-
sively and non-discriminately, by providing the fiinctionalities by using Software-
as-a-Service (SaaS) paradigm. SaaS paradigm riroked delivery of software, by
developing and introducing new business models) siscpay-per-use. Hence, it en-
abled a wide range of choices in the way one enserfs leveraging specific comput-
ing asset. It has been even used to commoditieeoperability, by Interoperability
Service Utilities (ISU), which are: 1) available latv cost; 2) accessible by all; 3)
guaranteed to a certain level; 4) not controlledwned by a single entity. ISU archi-
tecture and selected applications and approachi¢s implementation are described
in detail in Section 2 of Chapter 3.

Unfortunately, the review of the current resultsmplementation of ISU architec-
ture, presented in Section 3 of Chapter 4 showssithanain principles and require-
ments are not yet satisfied. First, the fact ti$d exploits services is intentional re-
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striction of the overall architecture. Namely, eéntlevel of diversity of enterprise
services is a precondition for setup of interop#itatservices. Most likely, interop-
erability levels will strongly depend on their &t§. Hence, a functional, vertical
approach to interoperability of only specific biesis functions commoditized by the
corresponding services will be taken. Second, edlab above, enterprise services
must be semantically annotated in order to impmoeee efficient work of ISU infra-
structure, e.g. improved matching between supply demand of services. Third,
although there are some attempts to define comnmdaroiperability services
(Elveseeter et al, 2008), those efforts still did prmduce some tangible results.
Considering the above findings, an architecturaiwfor the semantic interopera-
bility of systems in supply chain environment iséd on the following principles:

— The proposed architecture takes into account tseicgons of the functional ap-
proach and it assumes that enterprises shouldthese own decision (based on
their interests, needs and requirements) on whichgd their ontologies should be
made interoperable;

— This semantics is described by the local ontologidé®e core unit of the interop-
erability in networked enterprise environment igdbontology, not a service.
Main objective of the framework for semantic inteecability of systems is to
make those ontologies interoperable;

— The local ontologies are explicit formal represtntes of the semantics of the
EISs, where ER schemas of their databases are edsasra starting point in the
explicitation process;

— Minimum technical pre-requirements are foreseerefmh enterprise which wants
to take part in the interoperable world of the WaitBreeding Environment;

— The formal framework is not associated with sonwagfe facility; the formal
framework facilitates delivery of the informatiory lcombining their sources
(namely, local ontologies). Only meta-informatianther than a formal framework
- common ontologies) about the interoperable systisrkept centrally;

In the process of implementation of the above fpies, and in response to first re-
search question in this Section of the thesis amimh, five main Semantic Interop-
erability Service Utilities (S-1SU) are identifiethd analyzed in Section 3.1 of Chap-
ter 4:

1. Semantic Reconciliation Service for automatic anisautomatic identification of
the logical correspondences between two domairatatial ontologies;

2. Registration Service for declaration of the localomain ontology (or ontologies)
location and rules (e.g. access rights) for seroanteries handling;

3. Transformation Service for explicitation of the iliofi semantics of the ER sche-
mas, and for facilitating full correspondence betweemantic and database que-
ries;

4. Semantic Query Service for extraction of relevargstances from the designated
local ontologies;

5. Reasoning Service for accessing DL reasoner fumaliiy.
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In response to the second research question, namelyder to elaborate on how the
services are configured, S-ISU architecture isyaa from the component and or-
ganizational perspective, by using a meta-modellSLEontology. Finally, two main
services of S-ISU architecture — TransformatiorviBerand Semantic Query Service
are developed and implemented in the provided tciuiral context. Their inner
workings are presented in Sections 3.3 and 3.pecntively, of Chapter 4.

Transformation Service implements principles ofgmsed database-to-ontology
mapping process. It clearly outperforms the existirork in this area, since the cur-
rent efforts do not interpret the semantics ofe#l constructs and patterns or use the
full expressivity of the OWL language. This is #tlwated in the comparative analysis
in Table 1 of Section 3.3 of Chapter 4. Still,gtstrongly emphasized that local on-
tologies which are generated by the TransformaSenvice should be considered
only as intermediary results of the process of epiualization of one EISs. The main
argument for needed human intervention is that wesdumption is made that ER
schema of the EISs represent the semantics of dla¢gdr models. There are obvious
limitations introduced by this assumption, relatedsemantics coverage and even
correctness (because it is more correct to sayERaschemas are conceptual models
of the developers’ intents rather than actual systedatabases). However, the case
study of generating local ontology from the OpenEfgBtem (Section 4.2 of Chapter
5) shows that Transformation Service provide theaestive semantics landscape by
fully interpreting semantics of ER underlying sclgry using full OWL/DL expres-
sivity, automatically. As such, this landscape barimproved in the following human
intervention which may consider business rules, igutus types (see Section 1 of
this Chapter) and more sophisticated semantidoakat

In the process of Semantic Query Service developndescribed in Section 3.4 of
Chapter 4, so-called instance population approadakien. It assumes that the local
ontology is only considered as meta-ontology; #glaot store database data but only
the semantics of their schema. Hence, databasemafion is interpreted as local
ontology instances at the runtime of semantic queagcution. A query rewriting
method is implemented to transform semantic DL guer a set of SQL queries
which extract the relevant data from the databBsesed on the semantic relations
between S-ER and ER meta-models, the result-sethan converted to local ontol-
ogy instances and returned as the outcome of tharg& query. The resulting graph
may be asserted to a local ontology for the furirercessing (e.g. inference) or it
may just be interpreted for the given purpose, asemory model. The selection of
instance population approach is made for two remsbinst, the alternative massive
dump approach would certainly introduce performapablems, related to the size
of the resulting local ontologies, populated witistances which represent database
information. Second, massive dump approach wouttbdice privacy problems,
because of the full exposition of the data of of®. En this case, the VE actor would
not be capable to restrict access to the parthedf semantic models, as it is envis-
aged by the S-ISU principles.

Once configured, the proposed architecture is d@rpdo facilitate the semantic in-
teroperability of systems. The main condition foe tsemantic interoperability is to
increase the amount of the explicit semantics. fprikee knowledge discovery, trans-
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formation of implicit to explicit semantics and oexiliation of different explicit
models are related to extremely difficult manualrkyadue to diversity, complexity
and size of enterprise data. Thus, some level tfnaation in these processes is in-
volved, as it is shown in this thesis. Howevemitst be noted that the quality of the
results of the automatic tools will vary a lot anil be directly related to the expres-
siveness of the implicit data which is used asrgut. For example, all the output
results of the transformation services must be idensd as intermediary, as they
would still need a human intervention in semargfinement and enactment.

In Chapter 5, some evidences on the feasibility asdbility of the proposed
framework and implementation method are given. Tase studies of using the pro-
posed approach are presented. First case studysdhmmw the approach can be ex-
ploited to support one of the common functionshef Yirtual Breeding Environment
— a setup of supply chain processes (Section 3hapter 5). It is estimated that by
resolving the interoperability issues, the proposddastructure should reduce the
lifecycle of the VE for the manufacturing of custamhopaedic implant to 4-8 days,
for the implants of complexity similar to the onesdribed in the case. This is consid-
ered as acceptable period for many cases of traumthe traditional settings of the
enterprise collaboration, due to more human deussiand lack of interoperability,
custom orthopaedic implant manufacturing may neheip to three months of lead
time (Christensen and Chen, 2008). The estimasidtagsed on the fact that integrated
semantic framework practically automates the panfiguration phase of VE
lifecycle and exchange of information between rafg\systems. Thus, it significantly
reduces the time typically needed for supply chd#émning. In contrast to traditional
supply chains and volume manufacturing, the plamifim one-of-a-kind manufactur-
ing in VBE is not based on the forecasts. It degen the timely access to informa-
tion about available capacities, raw materials ethér assets.

The second case study illustrates how the S-ISHitanture is used to get the
relevant information from the local ontologies wihsingle query, facilitating the
collaborative production planning in Virtual Breedi Environment (Section 4 of
Chapter 5). While the first case study represenddahverification, the second one
demonstrates the practical usability of the tramsfdion and semantic querying ser-
vices of S-ISU.

4 Future research directions

In the final Section of this thesis, some of thedfic future research directions are
listed and arguments for their selection are surim®dr The scope for their selection
is related to the achievement of the following chije: “The semantic interoperabil-
ity framework for supply chain operations is opienaal infrastructure which can be
implemented in the industry settings”. Hence, tisé of future research directions
does not represent a result of the critical analg$ithe relevant state-of-the-art (see
Section 1 of this Chapter) or a general discussiom,only a result of informal gap
analysis, derived from the experiences in perfognims research.
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In the following list, these gaps are representedopics for the future research
work which could significantly improve the potentaf the semantic interoperability
framework, described in this thesis. The topicscdassified, as follows:

1. General Semantic interoperability

— Implementing method for evaluating semantic interapility of two systems;
— Further development of theoretical background famantic interoperability, by
following the principles of human communication;

2. Formal model for supply chain operations

— Further explication of the SCOR-Full domain modgl tnapping with relevant
and/or complementary domain models, such as Rd&ttadJNSPSC , AIAG and
STAR , EDI , etc;

— Development of new application models and ontogiich directly exploits
SCOR-Full domain model;

— Top-down validation of SCOR-Full domain model bymsatic analysis of the
logical correspondences with relevant upper onielyguch as DOLCE;

3. S-ISU Transformation and Semantic Querying Service

— Analysis of data patterns with goal to discover Hasnantics of the ambiguous
notions of the local ontologies (e.g. type or stitu

— Semi-automatic classification of the concepts afaloontologies by analysis of
necessary conditions for different concepts;

— Developing universal method for semantic query iwg, where source and des-
tination queries are using the concepts of two logies, logically interrelated by
using SWRL rules;

— Developing method and tools for execution of “Tel&mantic queries;

4. General Semantic web tools

— Implementing distributed reasoning capabilities feodular ontologies with dy-
namic imports;

— Implementing security and access control levelth&oparts of ontologies in dis-
tributed ontological frameworks;

— Advance in performance and quality of ontology rhatg tools.

The proposed topics will contribute to establishtrafrsemantic interoperability as a
scientific discipline and thus, to increased attentof the scientific community

(Topic 1). The improved relevance of SCOR-Full mitheory (Topic 2) is expected
to contribute to its standardization and hencéstincreased usage. It will also moti-
vate further research of SCOR reference model aadlution of some of its issues
(such as missing dependencies, conceptual incensiss, etc.). Finally, improve-
ment of S-ISU services and Semantic Web infrastirec{Topics 3 and 4) refers to
some development challenges and validation of tlopgsed conceptual directions
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which will produce significant benefits for the pti@al implementation of the ap-
proach proposed in this thesis.
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